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Journal of
Heat Transfer Guest Editorial
Special Issue on Micro/Nanoscale Heat Transfer—Part I
Research and education on micro/nanoscale heat transfer have
dvanced rapidly over the last decade through many dedicated
ndividuals and teams, with direct impact now extending into
ther fields in both science and engineering. Continuing the syn-
rgistic efforts in 2002 and 2007,1 ASME Micro/Nanoscale Heat
ransfer International Conference �MNHT08� was held in Na-

ional Cheng Kung University, Tainan, Taiwan, during January
–9, 2008: http://www.asmeconferences.org/MNHT08/index.cfm.
he conference is dedicated to Dr. Chang-Lin Tien �1935–2002�,
world renowned scholar and a leader in higher education, whose

ntellect and unique visions have continued to inspire our most
erious efforts in expanding the frontiers of micro/nanoscale heat
ransfer. It is with great pleasure that we present the selected pa-
ers from MNHT08 in the next two issues of the ASME Journal of
eat Transfer. Part II will appear as the April 2009 issue.
MNHT08 is composed of 18 technical tracks, with 5 keynote

ecturers and over 300 participants from 18 countries. The 257
echnical papers cover the full spectrum from microscopic ther-

ophysical processes and properties, microfluidics and nanofluid-
cs, heat transfer in small scale, ultrafast heat transport, interfacial
eat transfer, nanofluids, microchannels, micro/nanoscale experi-
ental heat transfer, micro/miniature two-phase systems, thermo-

hysical and mechanical properties, ultrafast coupling in small
cales, nano-systems and engineering, nano/microscale thermal
adiation, computational micro/nanoscale heat and mass transfer,
o micro/nanoscale heat and mass transfer in bio/medical systems.
he papers included in this issue are representatives selected from

hese areas of research. There are a few papers in this issue that
re review in nature, for the purpose of capturing the progress
eing made in a field as well as for presenting new challenges for
he future. There are also research papers reporting innovative
pproaches and new findings, aiming toward advancing the state-
f-the-art development in micro/nanoscale heat and mass transfer.
wo salient features combined, we hope this issue will not only
erve the community well, but also provide a valuable collection
or inspiring new researchers to join this fascinating area of re-
earch.

Researchers in micro/nanoscale heat and mass transfer have
njoyed strong growth of the field over the past decade. Many
ophisticated physical phenomena in small scales have been un-
eiled by dedicated individuals and research teams. The rapid
volution and continued explorations into even finer scales of
pace and time, however, may often generate more profound
hysics to be better understood. This is particularly the case when
he thermal field is coupling with other fields in transporting mass,

1Special Issue: Micro/Nanoscale Heat Transfer, ASME Journal of Heat Transfer,
ol. 124, April 2002. Special Issue: Micro/Nanoscale Radiative Transfer, ASME

ournal of Heat Transfer, Vol. 129, January 2007.

ournal of Heat Transfer Copyright © 20
energy, momentum, and charges in micro/nanoscale. Combined
approaches that integrate over analytical, experimental, and nu-
merical phases have now become more important than ever in
unveiling the interweaving physical phenomena in smaller scale.
It is important to continue our endeavors in generating in-depth
scientific understanding and enabling commercial technology for
advancing micro/nanodevices, but it may be equally important to
“wrap up” our knowledge by reviewing what we have tried to
establish from time to time. This focus will remain as the ASME
Micro/Nanoscale Heat Transfer International Conference contin-
ues into the future.

Special thanks are extended to the reviewers, the Editorial As-
sistant Shefali Patel, and publishing staff for the ASME Journal of
Heat Transfer, who have made this special issue on Micro/
Nanoscale Heat Transfer a reality. Enthusiastic supports from Na-
tional Cheng Kung University, Chinese Society of Mechanical
Engineers, and Industrial Technology and Research Institute
�ITRI� in Taiwan are greatly appreciated. We wish to thank the Air
Force Office of Scientific Research, Asian Office of Aerospace
Research and Development �AOARD�, and the Office of Naval
Research Global �ONRG� for their contributions to the success of
this conference.

Ping Cheng
Shanghai Jiaotong University, China

Steve Choi
Korea Institute of Energy Research, Korea;

University of Illinois at Chicago, USA

Yogesh Jaluria
Rutgers, The State University of New Jersey,

USA

Dongqing Li
University of Waterloo, Canada

Pamela Norris
University of Virginia, USA

“Robert” D. Y. Tzou

University of Missouri, USA

MARCH 2009, Vol. 131 / 030301-109 by ASME



1

l
s
e
a
a
a
fi
a
s
d

o
a
s
b
a
t
t
r
o
e
t
t
u
r
f
t

O

c
S
N
J

J

Tatiana
Gambaryan-Roisman

Peter Stephan

Chair of Technical Thermodynamics,
Technische Universität Darmstadt,

Petersenstrasse 30,
64287 Darmstadt, Germany

Flow and Stability of Rivulets on
Heated Surfaces With Topography
Surfaces with topography promote rivulet flow patterns, which are characterized by a
high cumulative length of contact lines. This property is very advantageous for evapora-
tors and cooling devices, since the local evaporation rate in the vicinity of contact lines
(microregion evaporation) is extremely high. The liquid flow in rivulets is subject to
different kinds of instabilities, including the long-wave falling film instability (or the
kinematic-wave instability), the capillary instability, and the thermocapillary instability.
These instabilities may lead to the development of wavy flow patterns and to the rivulet
rupture. We develop a model describing the hydrodynamics and heat transfer in flowing
rivulets on surfaces with topography under the action of gravity, surface tension, and
thermocapillarity. The contact line behavior is modeled using the disjoining pressure
concept. The perfectly wetting case is described using the usual h�3 disjoining pressure.
The partially wetting case is modeled using the integrated 6–12 Lennard-Jones potential.
The developed model is used for investigating the effects of the surface topography,
gravity, thermocapillarity, and the contact line behavior on the rivulet stability. We show
that the long-wave thermocapillary instability may lead to splitting of the rivulet into
droplets or into several rivulets, depending on the Marangoni number and on the rivulet
geometry. The kinematic-wave instability may be completely suppressed in the case of the
rivulet flow in a groove. �DOI: 10.1115/1.3056593�

Keywords: rivulets, thermocapillary instability, kinematic-wave instability, disjoining
pressure
Introduction

The rivulet has been defined as “a narrow stream of liquid
ocated on a solid surface and sharing a curved interface with the
urrounding gas” �1�. Rivulet flow may occur spontaneously, for
xample, following an impact of a rain droplet on a solid surface,
s a result of the vapor condensation inside a heat exchanger, or as
result of a liquid film breakup �2,3�. The rivulet flows can be

lso produced on purpose, for example, in heat pipes �4�, in falling
lm evaporators �5,6�, or in condensers �7,8�. This can be
chieved by fabrication of microgrooves or microfins on the sub-
trate or by using chemically patterned substrates with areas of
ifferent wettabilities.

The rivulet shape and the flow regime have a decisive influence
n the heat and mass transports. In many cases the film breakup
nd the following transition to rivulet flow regime result in a
ignificant heat transfer deterioration. This happens when the film
reakup leads to the formation of rivulets with relatively large
verage film thickness, constituting a considerable thermal resis-
ance, and to the formation of large dry stripes in between, where
he heat transfer rate is extremely low. However, the heat transfer
ate in a rivulet flow regime can be increased due to evaporation
f ultrathin film in the vicinity of the contact lines or microregion
vaporation �9,10�. Due to a very small heat resistance of the very
hin liquid layer, the evaporation rate at the microregion is ex-
remely high. When the cumulative length of the contact lines per
nit area of the substrate is large, the heat/mass transfer rate in the
ivulet flow regime may significantly exceed the heat/mass trans-
er rate in the film flow regime. This feature is frequently used in
he design of the heat pipe evaporators �11�. It has been recently

Contributed by the Heat Transfer Division ASME for publication in the JOURNAL

F HEAT TRANSFER. Manuscript received November 4, 2007; final manuscript re-
eived October 9, 2008; published online January 13, 2009. Review conducted by
atish G. Kandilkar. Paper presented at the Fourth International Conference on
anochannels, Microchannels, and Minichannels �ICNMM2006�, Limerick, Ireland,
une 19–21 2006.

ournal of Heat Transfer Copyright © 20
shown that even the spontaneous film breakup due to thermocap-
illary instability may lead to the heat transfer intensification �12�.

The rivulet flows may exhibit many kinds of instabilities
�1,13–16�. First of all, all the film instability modes, including the
kinematic-wave instability typical for falling and shear-driven
films �17,18�, the Marangoni instabilities �19�, and the instabilities
due to evaporation or condensation �20�, may occur also in rivulet
flow. In addition, the rivulets can be broken up into droplets due to
the capillary instability �1� and can change their path due to the
meandering instability �1,15�.

Due to the immense importance of the rivulet flow regime on
heat and mass transports, many studies have been focused on the
investigation of different aspects of the rivulet flow and stability.
Davis and co-workers �1,13,14� quantified the effects of different
physical factors �contact angle behavior, capillarity, and flow� on
the stability characteristics of straight isothermal rivulets on flat
walls. They distinguished among the three types of the contact
line behavior: fixed contact line position �contact line pinning�,
fixed contact line speed, and contact angles smoothly varying with
the contact line speed. The authors identified the parameter re-
gions for which either capillary or flow effects are destabilizing
the rivulet.

Wilson and Duffy �21� used the lubrication approximation to
investigate the gravity-driven isothermal flow of thin rivulets
down a slowly varying surface. The shapes of the rivulets have
been computed for several substrate profiles. The authors exam-
ined the rivulet stability under an assumption that the perturbed
flow remains symmetric and unidirectional, and the motion is qua-
sisteady. Holland et al. �22� generalized this work to include the
effect of thermocapillarity.

Myers et al. �16� investigated the flow of an isothermal rivulet
driven by gravity and interfacial shear. The effect of inertia has
been included in their analysis. The authors analyzed the total
rivulet energy in order to determine if it is energetically favorable
for rivulet to split. Wilson and Duffy �23� solved a similar prob-
lem for a rivulet of perfectly wetting liquid on the underside of a

planar substrate.

MARCH 2009, Vol. 131 / 033101-109 by ASME
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Among the works devoted to the flow and stability of rivulets,
nly a few focused on a classical linear stability analysis of a
asic rivulet state identifying the relation between the disturbance
ave number and the growth rate �13,14�. Most of the investiga-

ors utilize the thermostatic approach to the stability analysis �24�;
hey minimized the energy of the rivulet to identify the most
table rivulet configuration �15,16,23�. Although the energy ap-
roach is very useful in the cases where one of several predefined
ivulet states should be chosen as the most likely to occur in
xperiment, it has rather severe restrictions. This approach is in-
pplicable in the cases where the instability leads to development
f nonstationary, wavy flow, which occurs, for example, as a re-
ult of the long-wave instability in falling films, which in the
ollowing will be referred to as the kinematic-wave instability
14�.

One of the most difficult problems in simulating the rivulet
ydrodynamics is the treatment of a moving contact line. Very few
tudies addressed this problem. Davis and co-workers �1,13,14�
ostulated a phenomenological relation between the dynamic con-
act angle and the contact line speed and used an effective slip

odel to remove the singularity at the contact line �25�. This
pproach, which has been applied to the linear stability analysis,
an also be used for simulation of rivulet dynamics. In this case,
he course of the contact line should be known a priori or calcu-
ated at each time moment.

The contact line singularity can be avoided by incorporation of
he concept of disjoining pressure, which arises as a result of the
ntermolecular forces �26�. If the disjoining pressure is negative
Derjaguin’s notation�, a thin adsorbed film adheres to the solid
ubstrate ahead of the liquid meniscus. The thickness of the ad-
orbed film has been measured by many investigators over the
ast decades �26–28�.

We found that the wall topography exerts a stabilizing influence
n isothermal falling films �5�, as well as a destabilizing influence
n stagnant liquid films on heated walls �29–31�. We could also
how that an isothermal rivulet with pinning contact line in a
ectangular groove under the combined action of gravity and gas
hear is more stable than a continuous film on a flat wall �32�.

This paper is aimed at the investigation of the basic rivulet
tates, as well as the stability characteristics of rivulets on walls
ith topography under the simultaneous action of gravity and

hermocapillarity. The rivulet flow is described in the framework
f the long-wave theory �33� with incorporation of the disjoining
ressure and the adsorbed film concepts. This approach makes it
ossible to model the rivulet flow without a priori knowledge of
he contact line position.

Long-Wave Model of the Rivulet Flow

2.1 Long-Wave Evolution Equation. Modeling of hydrody-
amics and heat transfer of wavy liquid films and rivulets is gen-
rally a very challenging task. In addition to the velocity compo-
ents, as well as the pressure and the temperature, the position of
he free surface has to be determined. Analytical treatment in most
f the practically relevant cases not possible. The application of
umerical methods is difficult and time-consuming due to the high
spect ratio between the lateral extent of the film �or rivulet� and
he film thickness.

If the characteristic film thickness h� is much smaller than the
haracteristic wavelength of the film thickness variation, and if the
eynolds and the Peclet numbers of the flow are of the unity
rder, the film dynamics can be described by a nonlinear partial
ifferential equation in the framework of the long-wave theory
33�. The velocity and the temperature fields inside the film can be
niquely determined from the film thickness distribution. The liq-
id films on microstructured walls can also be modeled using the
ong-wave theory �5,6,31,32,34,35�. In this case the film thickness
hould be much smaller than the scale of the wall topography

ariation. This is possible only if the height-to-width ratio of the

33101-2 / Vol. 131, MARCH 2009
topographical features is small. The long-wave theory is also ap-
plicable to the description of the rivulet flow in the case of a small
contact angle �13,23�.

Consider a wall with a two-dimensional topography described
by a function l�y�, where the coordinate axis x is directed along
the gravity-driven flow, the coordinate axis y lies in the plane of
the wall, and the coordinate axis z is perpendicular to the wall �see
Fig. 1�. The inclination angle between the wall and the horizon is
�. The back side of the wall is kept at a constant temperature Tw.
The ambient gas has a temperature Tg. The heat transfer coeffi-
cient between the film surface and the gas is constant and equal to
�. We assume that the surface tension varies linearly with the
temperature, so that d� /dT=−�T=const, where � denotes the sur-
face tension. For the most of the common liquids, the surface
tension decreases with increasing temperature ��T�0�.

The evolution equation for the film thickness has the following
form �36�:

H� +
Re

S
H2HX −

5

24
Re�H4H��X −

3

40

Re2

S
�H6HX�X

+ � · �H3 � ��2F −
1

3

Re cot �

S
F + ��H���

− M � · �H2 � � 1

1 + Bi�H + L�/�s�
�� = 0 �1�

where

Re =
gh�3

	2 sin �, S =

�h�

3�2 , M =
3

2

�T�Tw − Tg�
�

Bi =
�h�

�
, H =

h

h�
, L =

l

h�
, F = H + L, X =

x

h�
, Y =

y

h�

�2�

� =
t�

3h��
, � =

�̃h�

�

In the above, g is the acceleration of gravity, �s is the thermal
conductivity of the solid wall, � is a heat transfer coefficient be-
tween the film surface and the ambient gas, and 
, �, �, and 	 are
the density, the liquid thermal conductivity, and the dynamic and
kinematic viscosities, respectively. Re denotes the Reynolds num-
ber, S is an inverse Crispation number, M is the product of the
Marangoni number and the Crispation number, and Bi denotes the
Biot number. The function F�X ,Y ,�� describes the interface posi-

tion. The function �̃�h� �in dimensionless form ��H�� describes
the disjoining pressure �37�.

Equation �1� is an extension of the long-wave evolution equa-
tion describing a quiescent film on a heated microstructured wall,
which has been verified by comparison with the results of the

Fig. 1 The rivulet geometry
full-scale direct volume-of-fluid simulations �31�. The additional
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erms, including the term describing the disjoining pressure and
he terms describing the gravity-driven flow, are routinely used in
he framework of the long-wave theory �5,6,33�.

The value of the disjoining pressure �̃�h� is negligibly small if
he film thickness h� 	100 nm. The effect of the disjoining
ressure becomes important in the vicinity of the contact line. The
orm of the disjoining pressure depends on the different contribu-
ions to the intermolecular forces acting in the system, including
he long-range forces between neutral molecules and the ionic-
lectrostatic forces. Several forms of the disjoining pressure have
een suggested in literature �38–41�, some of them depending not
nly on the film thickness but also on the film slope �42�. The
hoice of disjoining pressure for any specific problem depends on
he solid material and the liquid under study. Several methods for
xperimental and theoretical determination of this function are
escribed in literature �26,37�. In the present work we did not
oncentrate on a particular solid-liquid combination but chose two
idely accepted forms of the disjoining pressure function. It will
e shown in Sec. 2.2 that Eq. �1� with the chosen forms of dis-
oining pressure describes an adsorbed liquid film covering appar-
ntly dry wall regions. The disjoining pressure can be chosen to
odel the fully wetting situation �zero contact angle� or the partial
etting situation with a prescribed contact angle.
The evolution of Eq. �1� can be easily extended to include the

ffect of the liquid evaporation. In this case a term describing the
ass loss due to evaporation should be added to this equation.
oreover, the Biot number should be calculated accounting for

he molecular-kinetic resistance at the liquid-gas interface. If the
vaporation flux is very high, a term accounting for the vapor
ecoil should be added to the evolution equation �20�.

2.2 Basic State of Rivulet. We first treat the basic �undis-
urbed� state of rivulet. In this basic state the film thickness de-
ends on Y alone: H=H0�Y�. Then the evolution equation �1�
educes to

H0
3�F0YY −

1

3

Re cot �

S
F0 + ��H0��

Y

− MH0
2� 1

1 + Bi�H0+L�/�s�
�

Y

= 0 �3�

Generally, this equation should be solved numerically. In the
ollowing we treat analytically a special limiting case of isother-
al wall �� /�s→0�, a small Biot number �Bi�1�, a negligible

ydrostatic pressure in comparison to surface tension
Re cot � /S→0�, and a triangular groove shape, which far away
rom the groove bottom and from the groove crest can be de-
cribed by the following equation:

L�Y� = B
Y
 �4�

Under the above simplifications, Eq. �3� reduces to

H0YY + ��H0� + BiM log H0 =  �5�

here  is the integration constant, depending on the groove
ngle. This equation has an analytical solution in terms of the
ocal inclination of the film interface, ��H0�=H0Y.

��H0� = ��2�
Hads

H0

�− ��H�� − BiM log H� + �dH��1/2

�6�

The plus sign corresponds to the branch Y �0 of the groove
escribed by Eq. �4�, and the minus sign corresponds to the
ranch Y �0.
Equation �6� has been derived under an assumption that the

ocal inclination of the film interface is equal to zero at H0
Hads, where Hads is the still unknown dimensionless thickness of
he adsorbed layer. The adsorbed layer is assumed to be flat, so

ournal of Heat Transfer
that H0YY =0. Then the thickness of the adsorbed layer can be
determined from Eq. �5� with the skipped first term at the left
hand side.

��Hads� + BiM log Hads =  �7�
In the present work we consider two forms of the disjoining

pressure. The first is given by

��H� = A3H−3 �8�

with the dimensionless Hamaker constant A3�0. If the system is
isothermal, then Eq. �7� with disjoining pressure �8� has a real
solution only if �0. Since in this case far from the contact line
H0YY = �see Eq. �5��, the solution for Hads exists only for a
grooved surface �B�0�. This happens because the disjoining
pressure described by Eq. �8� corresponds to a zero contact angle
�full wetting�. In this case no stable rivulet can exist on a flat
surface. The thickness of the absorbed film in the case �0 is
determined by the macroscopic rivulet geometry �6�.

Another form of the disjoining pressure is the integrated
Lennard-Jones potential �39�

��H� = −
A3

H3 +
A9

H9 �9�

where both A3 and A9 are positive material constants. For all
reasonable values of these constants, the adsorbed layer thickness
is close to the zero of the function ��H�, so that Hads is practically
independent from  and M. The behavior of the local inclination
of the film interface �see Eq. �6�� in the vicinity of the apparent
contact line is dominated by the first term of the integrand in this
equation. Therefore, the interface shape is determined by the func-
tional form of the disjoining pressure. It is easy to show that the
value of � rapidly increases from zero to a value that is approxi-
mately equal to

�ref = �− 2�
Hads

�

��H��dH�1/2

=
�3

2
A3

2/3A9
−1/6 �10�

This reference value can be interpreted as a tangent of the mi-
croscopic contact angle. This value can be defined for any type of
disjoining pressure, for which the integral defined in Eq. �10�
exists. This includes the disjoining pressure stemming from polar
and apolar intermolecular interactions, as well as the disjoining
pressure stemming from simultaneous action of the attractive
long-range and repulsive short-range intermolecular forces �33�.

2.3 Stability Analysis. We perform a linear stability analysis
of the basic rivulet state H0�Y� by applying a small harmonic
disturbance �5,6,33�, so that the disturbed film thickness is given
by

H�X,Y,�� = H0�Y� + �0��Y�exp��� + iKX� �11�

where K is a dimensionless disturbance wave number in the X
direction, � is a dimensionless number determining the distur-
bance growth rate and the disturbance propagation speed, �0 is a
small parameter, and ��Y� is an unknown amplitude function. If
the real part of �, or the disturbance growth rate �R, is negative,
the disturbance decays with time, and if it is positive, the distur-
bance grows exponentially and the flow is unstable.

Substitute the expression for the film thickness �11� in the evo-
lution of Eq. �1� and linearize this equation around the basic so-
lution H0�Y� for small values of �0. This results in a linear fourth-
order equation for ��Y�, which together with appropriate
boundary conditions substitutes an eigenvalue problem for deter-
mination of � as a function of the wave number K. In the present
work we consider only the axisymmetric disturbances of the rivu-
let. Therefore, we pose the symmetric boundary conditions for the
function ��Y� at Y =0. At the adsorbed layer we pose the follow-

ing boundary conditions: �=0 and �YY =0. The first of them
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eans that the thickness of the adsorbed layer stays constant. The
econd means that the curvature of the adsorbed film is zero.

Results and Discussion

3.1 Basic State of Rivulet. Figure 2 shows the basic interface
hape of a rivulet inside a triangular groove with B=0.01 at Bi
2.59�10−3 �corresponding to �=10 W / �m2 K�, h�=150 �m,
nd �=0.58 W / �m K��, A3=2.46�10−8, and A9=9.82�10−18.
or these values of the parameters the microscopic contact angle

s equal to �ref=5.0�10−3, and the adsorbed layer thickness is
qual to Hads=2.7�10−2. The values of the parameters A3 and A9
re uniquely determined by �ref and Hads. Our numerical experi-
ents have shown that for Hads�0.05 the value of Hads does not

ffect the computational results on the rivulet shape and on its
tability. Therefore, we set Hads=2.7�10−2 for all our calcula-
ions. The value of �ref has been varied under constraint �ref

1, which is essential for applicability of the long-wave theory.
In the above the maximal film thickness of the isothermal rivu-

et has been chosen as the film thickness scale h�. If the wall is
otter than the gas, the liquid-gas interface temperature at the
roove trough, where the film thickness is maximal, is lower than
hat near the contact lines. The thermocapillary stresses act on the
iquid at the interface in the direction of increasing surface ten-
ion, or decreasing temperature, i.e., toward the groove trough.
he meniscus deforms in such a way that the film thickness in the
icinity of the groove trough further increases. The interface
hape changes from convex in the middle of the rivulet to concave
t the periphery. The wetted wall area decreases compared with
he isothermal case. The interface deformation increases with an
ncrease in the temperature difference between the wall and the
mbient gas. If the wall is colder than the ambient gas �case M
−1.78�10−2 or �T=Tw−Tg=−5 K in Fig. 2�, the liquid-gas

nterface is colder near the contact lines. Then the liquid at the
nterface flows from the groove trough toward the periphery, so
hat the film thickness at the groove trough becomes lower than
hat in the isothermal case. The wetted wall area increases, the
lm thickness in the middle of the rivulet decreases, and the rivu-

et becomes fully convex.

3.2 Long-Wave Marangoni Instability. We analyze the
ong-wave Marangoni instability of a static rivulet in the absence
f the gravity. Figure 3 illustrates the typical behavior of the dis-
urbance growth rate at different Marangoni numbers.

As expected, the rivulet becomes more unstable as the tempera-
ure difference between the wall and the surrounding gas, ex-
ressed by the parameter M, increases. First, the cut-off wave

ig. 2 Basic rivulet shapes for B=0.01, Bi=2.59Ã10−3,
/�s\0, and Re cot � /S\0. M=0.178 corresponds to
T=Tw−Tg=50 K for water, and M=−1.78Ã10−2 corresponds to
T=Tw−Tg=−5 K.
umber Kc, or the wave number corresponding to zero disturbance

33101-4 / Vol. 131, MARCH 2009
growth rate, increases with increasing M. This means that the
region of the decaying disturbances decreases. Second, the growth
rate of the disturbances increases with an increase in M. The wave
number, corresponding to the maximal disturbance growth rate
Km, also increases with an increase in the driving temperature
difference. Note that the disturbances with the wave number K
�0 correspond to the rivulet deformations in the direction of the
rivulet axis X. The growth of such disturbances leads to the rivulet
splitting into droplets as a result of the long-wave Marangoni
instability. The size of the droplets is determined by the fastest
growing disturbance. This size is of the order 2� /Km, and it de-
creases with an increase in the parameter M. Note that the distur-
bance growth rate is positive also for K=0. This corresponds to
the disturbances in the y-direction, which are uniform over the
whole rivulet length. The growth of such disturbances may lead to
the rivulet splitting into two or more thinner rivulets. If the maxi-
mal growth of disturbance occurs at K=0, which is the case at the
smallest value of M shown on the graph �M =7.16�10−2 or �T
=Tw−Tg=20 K�, the splitting of rivulet into several thinner rivu-
lets is the preferred mode of the rivulet evolution. However, exact
predictions of the rivulet dynamics can be done only on the basis
of solution of the nonlinear evolution equation �1�.

3.3 Kinematic-Wave Instability. Figure 4 illustrates the ef-
fect of the microscopic contact angle on the disturbance growth
rate for an isothermal rivulet flowing down a vertical film inside a
triangular groove with B=0.01. Different curves correspond to
different values of �ref. The basic rivulet shapes for the nonzero
contact angles have been calculated using the integrated Lennard-
Jones potential �Eq. �9�, A3�0 and A9�0�, whereas the basic

Fig. 3 Disturbance growth rate for the thermocapillary insta-
bility of rivulet in the absence of gravity. Parameters: B=0.01,
Bi=2.59Ã10−3, � /�s\0, Re=0, A3=2.46Ã10−8, and A9=9.82
Ã10−18

„or �ref=5.0Ã10−3 and Hads=2.7Ã10−2
….

Fig. 4 Disturbance growth rate for the kinematic-wave insta-
bility of isothermal rivulet for B=0.01, �=� /2, and Re2/S

=0.298
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ivulet shape for the case �ref=0 has been calculated using the
tandard h−3 disjoining pressure �Eq. �8�, A3�0�. It should be
oted that the difference between the curves �ref=0 and �ref
5.0�10−3 is rather small. We also found that the rivulet stability
haracteristics depend on the parameter �ref rather than on the
pecific choice of the parameters A3 and A9.

The behavior of the disturbance growth rate depicted in Fig. 4
s qualitatively different from that of a continuous film on a flat or
microstructured substrate. In the case of continuous falling films

he value of �R is 0 at K=0, positive for 0�K�Kc
�2Re2 /15S�1/2 and negative for K�Kc. In contrast, the
inematic-wave instability of a rivulet can be completely sup-
ressed �see the curve corresponding to �ref=0.05, where the con-
act angle is maximal�. For the smaller microscopic contact
ngles, the disturbance growth rate is negative for the small values
f the disturbance wave number K. In a certain range of the dis-
urbance wave numbers �for example, for the curve �ref=0 this
ange is approximately 0.03�K�0.13� the value of �R first dras-
ically increases, reaches a maximal value, and then decreases
gain.

Figure 5 illustrates the dependence of the rivulet stability char-
cteristics on the groove angle. The results corresponding to B
0 �flat wall� are compared with an asymptotic solution of Ref.

13� for a fixed contact line position and small values of the wave
umber K. The agreement is rather good. This means that in the
resent configuration our model describes the fixed contact line. It
s clearly seen that the rivulet becomes more stable as the value of

increases �the groove angle decreases�. If the value of B is large
nough, the kinematic-wave instability is completely suppressed.

3.4 Rivulet Instability Under Simultaneous Action of
ravity and Thermocapillarity. Figure 6 represents the simulta-

eous influence of gravity and thermocapillarity on the stability of
ivulet on a vertical wall for �ref=0.02, B=0.01, and Re2 /S
0.298. The results are compared with the isothermal case �see

he curve M =0�. Obviously, the thermocapillarity leads to an in-
rease in the disturbance growth rate in comparison to the isother-
al rivulet. This trend is similar to that reported for the continu-

us films �3,36�. The range of the disturbance wave numbers,
orresponding to the positive growth rates, is also increased on
eated surface. At the same time, the behavior of the �R versus K
urves is qualitatively the same for the isothermal and for the

ig. 5 Disturbance growth rate for the kinematic-wave insta-
ility of isothermal rivulet for �ref=0.02, �=� /2, and Re2/S
0.298. Dashed line: asymptotic solution of Weiland and Davis

13‡ for fixed contact line position, flat surfaces, and small val-
es of K.
eated surfaces.

ournal of Heat Transfer
4 Conclusions
The flow of rivulets can be modeled in the framework of the

long-wave theory using the disjoining pressure and the concept of
adsorbed film.

The long-wave thermocapillary instability may lead to splitting
of the rivulet into drops or into slender rivulets, depending on the
driving temperature difference.

The computed disturbance growth rate corresponding to the
kinematic-wave instability of a rivulet on a flat wall agrees with
the growth rate calculated for a rivulet with a fixed contact line at
small wave numbers.

The disturbance growth rate corresponding to the kinematic-
wave instability increases with an increase in the groove angle and
with a decrease in the contact angle. The kinematic-wave instabil-
ity can be completely suppressed in the case of the rivulet flow in
a groove, depending on the Reynolds and Crispation numbers, as
well as the groove angle and the contact angle.

The rivulets on heated vertical walls are more unstable in com-
parison to the rivulets on isothermal vertical walls.

The results of the stability analysis can be used as a basis for
the future simulations of the rivulet evolution.
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Nomenclature
A3, A9 � parameters of the dimensionless Lennard-Jones

potential
B � parameter defining the groove angle

Bi � Biot number
g � acceleration of gravity, m /s2

H � dimensionless film thickness
H0 � dimensionless film thickness in the undisturbed

state
h � film thickness, m

h� � characteristic film thickness, m
K � dimensionless disturbance wave number

Kc � dimensionless cut-off wave number
Km � dimensionless wave number corresponding to

the maximal disturbance growth rate
L � dimensionless wall topography function
l � function describing the wall topography, m

M � product of the Marangoni number and Crispa-
tion number

Re � Reynolds number
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Fig. 6 Disturbance growth rate for the simultaneous action of
gravity and thermocapillarity on the rivulet instability. Param-
eters: �ref=0.02, B=0.01, �=� /2, and Re2/S=0.298.
S � inverse Crispation number
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G

R

0

T � temperature, K
t � time, s

X, Y, Z � dimensionless coordinates
x, y, z � coordinates, m

reek Symbols
� � heat transfer coefficient, W / �m2 K�
� � wall inclination angle
� � tangent of the local film inclination
� � dynamic viscosity of the liquid, kg / �m s�
	 � kinematic viscosity of the liquid, m2 /s

� � dimensionless disjoining pressure

�̃ � disjoining pressure, Pa

 � density of the liquid, kg /m3

� � surface tension of the liquid, N/m
� � dimensionless disturbance growth rate
� � dimensionless time variable
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Nanofluids: Synthesis, Heat
Conduction, and Extension
We synthesize eight kinds of nanofluids with controllable microstructures by a chemical
solution method (CSM) and develop a theory of macroscale heat conduction in nano-
fluids. By the CSM, we can easily vary and manipulate nanofluid microstructures through
adjusting synthesis parameters. Our theory shows that heat conduction in nanofluids is of
a dual-phase-lagging type instead of the postulated and commonly used Fourier heat
conduction. Due to the coupled conduction of the two phases, thermal waves and possibly
resonance may appear in nanofluid heat conduction. Such waves and resonance are
responsible for the conductivity enhancement. Our theory also generalizes nanofluids into
thermal-wave fluids in which heat conduction can support thermal waves. We emulsify
olive oil into distilled water to form a new type of thermal-wave fluids that can support
much stronger thermal waves and resonance than all reported nanofluids, and conse-
quently extraordinary water conductivity enhancement (up to 153.3%) by adding some
olive oil that has a much lower conductivity than water. �DOI: 10.1115/1.3056597�

Keywords: nanofluids, synthesis, heat conduction, thermal-wave fluids, dual-phase-
lagging, thermal waves, thermal resonance, emulsion
Introduction
Choi �1� coined the term “nanofluids” for the fluids with nano-

articles suspended in them. Recent experiments on nanofluids
ave shown substantial increases in thermal conductivity and con-
ective heat transfer coefficient with low particle volume concen-
rations compared with liquids without nanoparticles or with
arger particles, strong temperature dependence of thermal con-
uctivity, and substantial increases in critical heat flux �CHF� in
oiling heat transfer �2–9�. These characteristics make them very
ttractive for a large number of industries such as transportation,
lectronics, defense, space, nuclear systems cooling, and biomedi-
ine.

Efforts to synthesize nanofluids have often employed either a
ingle-step physical method that simultaneously makes and dis-
erses the nanoparticles into base fluids �10–15� or a two-step
pproach that first generates nanoparticles and subsequently dis-
erses them into base fluids �2,3,6�. In addition to the challenge of
ow to effectively prevent nanoparticles from agglomerating or
ggregating, the key issue in either of these two approaches is the
ack of effective means for synthesizing nanofluids with various

icrostructures and properties due to either the limitation of avail-
ble nanoparticle powers in the two-step method or the limitation
f the system used in the single-step physical method. For creat-
ng nanofluids by design �the ultimate goal of all nanofluid re-
earch and development�, it is thus crucial to develop effective
echniques for synthesizing various nanofluids.

A relatively intensified effort has been made on determining
anofluid thermal conductivity from experiments, particularly for
he nanofluids with spherical nanoparticles or nanotubes. While
he data from these experiments have enabled some trends to be
dentified, there is still no consensus on the effects of some pa-
ameters such as particle size, shape, distribution, and additives in
he nanofluids �2–7,16�. There also exist wide discrepancies and
nconsistencies in the reported conductivity data due to a limited
nderstanding of the precise nature of heat conduction in nano-
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AL OF HEAT TRANSFER. Manuscript received January 30, 2008; final manuscript re-
eived May 5, 2008; published online January 13, 2009. Review conducted by Rob-
rt D. Tzou. Paper presented at the 2008 International Conference on Micro/

anoscale Heat Transfer �MNHT2008�, Tainan, Taiwan, January 6–9, 2008.

ournal of Heat Transfer Copyright © 20
fluids, the poor microstructure characterization, and the unavail-
ability of nanofluids with various microstructures �2–7,16–19�. In
many cases the microstructural parameters were not measured by
the experimenters themselves but rather taken from the powder
manufacturers’ nominal information. To reconcile these discrepan-
cies and inconsistencies and to lay the foundations for better and
more efficient designs of nanofluids, it is essential to generate
nanofluids of various microstructures, characterize their micro-
structures by state-of-the-art instrumentation, and develop precise
heat-conduction model for nanofluids.

Suggested reasons for the significant conductivity enhancement
are the nanoparticle Brownian motion effect �20–25�, the liquid
layering effect at the liquid-particle interface �26–31�, the nano-
particle cluster/aggregate effect �32,33�, the nature of heat trans-
port in the nanoparticle �34�, and the nature of macroscale heat
conduction in nanofluids �35,36�. As generally accepted �2–7�,
however, no conclusive explanation is available. Often, the expla-
nation by one research group is confronted by others. Also, the
theoretical work on macroscale heat conduction of nanofluids,
which is more relevant to the thermal conductivity, is very limited.
Therefore, it is critical to determine the precise nature of heat
conduction in nanofluids.

We attempt to address the issues of �i� unavailability of nano-
fluids with controllable and tailor-designed microstructures and
�ii� a limited understanding of the precise nature of heat conduc-
tion in nanofluids by using solution chemistry to synthesize nano-
fluids and by rigorously studying heat conduction in nanofluids.
Such a study also leads to a substantial extension of nanofluid
research.

2 Synthesis
The strength of the solution chemistry for synthesizing nano-

fluids lies in its ability to manipulate atoms and molecules in the
liquid phase, thereby providing a powerful arsenal for synthesis of
tailor-designed nanofluids using a bottom-up approach. Therefore,
we propose to develop this technique for synthesis of nanofluids
with various microstructures.

Figure 1 shows the flowchart of the CSM. The reaction between
reactants A �e.g., Cu2+� and B �e.g., OH−� in the liquid phase
yields the solution or colloid containing the precursor C �e.g.,
Cu�OH�2�. The additives �e.g., ammonium citrate or cetyltri-

methyl ammonium bromide� are then added into the solution/

MARCH 2009, Vol. 131 / 033102-109 by ASME
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olloid. Finally the solution/colloid of the precursor C transforms
nto nanofluid D �e.g., CuO/water� under ultrasonic or/and micro-
ave irradiation.
Precursor C normally exists in the form of solution or colloid

nd is not, in general, the nanoparticle in the nanofluid D. Its
olution or colloid can directly transform into the required nano-
uids with the help of additives and external fields such as ultra-
onic and microwave irradiation. Both the additives and the exter-
al fields are used to prevent nanoparticles from agglomeration
nd growth and thus control nanofluid microstructures.

By this method, we can synthesize nanofluids with various mi-
rostructures by adjusting synthesis parameters. Here the micro-
tructure refers to nanoparticle size, size distribution, shape, mor-
hology, liquid-particle interfacial property, and agglomerating/
ggregating structure in nanofluids. The synthesis parameters
nclude temperature, acidity, ultrasonic and microwave irradiation,
ypes and concentrations of reactants and additives, and the order
n which the additives are added to the solution.

We have applied the CSM to synthesize eight kinds of nano-
uids. Figure 2 illustrates some transmission electron microscope
TEM� images of them:

�1� spherical Fe3O4 nanoparticles in water or various oils �Fig.
2�a��

�2� elliptic Cu nanorods in ethylene glycol �EG� or EG/water
mixtures �Fig. 2�b��

Fig. 1 CSM for synthes

Fig. 2 TEM images of some nanoparticles
sized by the CSM „„a… spherical Fe3O4 nano
like CuO nanoparticles, „d… octahedral Cu
hollow CuS nanoparticles, „g… hollow a

Cu2O„core… /CuS„shell… nanoparticles…

33102-2 / Vol. 131, MARCH 2009
�3� needlelike CuO nanoparticles in water or various oils �Fig.
2�c��

�4� octahedral Cu2O nanoparticles in water or water/EG mix-
tures �Fig. 2�d��

�5� CePO4 nanofibers in water, ethanol, EG, and their mixtures
�Fig. 2�e��

�6� hollow Cu or CuS nanoparticles in water, ethanol, EG, and
their mixtures �Fig. 2�f��

�7� hollow and wrinkled Cu2O nanoparticles in EG or EG/
water mixtures �Fig. 2�g��

�8� Cu2O�core� /CuS�shell� nanoparticles in water �Fig. 2�h��

The last seven types of nanofluids appear new and are very
likely to possess some unique properties.

These preliminary results appear very encouraging and seem to
suggest that the CSM is very effective in fabricating nanofluids
with controllable and tailor-designed microstructures. However,
the detailed relation between synthesis parameters and microstruc-
tures of nanofluids is still not adequately understood. Further work
is required to correlate synthesis parameters optimally or even
ideally with microstructures and thermal conductivities of nano-
fluids.

Figure 3 shows the variation of conductivity ratio k /kw with
reactant concentration and nanofluid temperature for the
CePO4-nanofibers/water nanofluids in Fig. 2�e�. Here k and kw are

f nanofluids: flowchart

m “drying” samples of nanofluids synthe-
ticles, „b… elliptic Cu nanorods, „c… needle-
nanoparticles, „e… CePO4 nanofibers, „f…
wrinkled Cu2O nanoparticles, and „h…
fro
par
2O
nd
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he thermal conductivity of the nanofluid and the water, respec-
ively, measured by the standard transient hot-wire method �KD2,
herm Test Inc., Canada�. The accuracy of the KD2 system has
een verified by a careful calibration before experiments through
easuring thermal conductivities of water and various oils and

omparing with those well documented in literature. We observe a
onlinear dependence of k /kw on both the reactant concentration
nd the temperature. The conductivity enhancement appears at
3°C with a ceiling value of 13%, but not at the other temperature
alues tested.

Heat Conduction in Nanofluids
The study of nanofluids is still in its infancy. The precise nature

nd mechanism of the significant improvement of thermal conduc-
ivity are still not known. There is also a lack of agreement be-
ween experimental results and between theoretical models. The
act that the conductivity enhancement comes from the presence
f nanoparticles has directed research efforts nearly exclusively
oward thermal transport at nanoscale. The classical heat-
onduction equation has been postulated as the macroscale model
ut without adequate justification. Note that thermal conductivity
s a macroscale phenomenological characterization of heat con-
uction, and the measurements are not performed at the nano-
cale, but rather at the macroscale. Therefore, interest should fo-
us not only on what happens at the nanoscale but also on how the
resence of nanoparticles affects the heat transport at macroscale.

In order to isolate the mechanism responsible for the thermal
onductivity enhancement, we develop a macroscale heat-
onduction model in nanofluids by scaling up the microscale
odel for the heat conduction in the nanoparticles and in the base
uids. The approach for scaling-up is the volume averaging with

he help of multiscale theorems �37–39�. The microscale model
or the heat conduction in the nanoparticles and in the base fluids
omes from the first law of thermodynamics and the Fourier law
f heat conduction.

Consider heat conduction in nanofluids with the base fluid and
he nanoparticle denoted by �- and �-phases, respectively. By the
rst law of thermodynamics and the Fourier law of heat conduc-

ion �40�, we have the microscale model for heat conduction in

Fig. 3 Variation of k /kw with reactant concentr
nanofluids in Fig. 2„e… „k: nanofluids thermal con
anofluids �Fig. 4�

ournal of Heat Transfer
��c��

�T�

�t
= � · �k� � T�� in the �-phase �1�

��c��

�T�

�t
= � · �k� � T�� in the �-phase �2�

T� = T� at the �-� interface A�� �3�

n�� · k� � T� = n�� · k� � T� at the �-� interface A�� �4�

Here T is the temperature. �, c, and k are the density, specific heat,
and thermal conductivity, respectively. Subscripts � and � refer to
the �- and �-phases, respectively. A�� represents the area of the
�-� interface, n�� is the outward-directed surface normal from
the �-phase toward the �-phase, and n��=−n�� �Fig. 4�.

A macroscale model equivalent to the microscale behavior can
be readily obtained by the method of volume averaging �37,38�.
Consider a representative elementary volume �REV� in Fig. 4, the
smallest differential volume resulting in statistically meaningful
local average properties. Averaging Eqs. �1�–�4� over REV and
applying the multiscale theorems �39� yield the macroscale model
of heat conduction �41,42�, as follows:

n and temperature for CePO4-nanofibers/water
ctivity; kw: water thermal conductivity…

Fig. 4 Nanofluids and representative elementary volume
atio
„REV…
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��T���

�t
= � · �K�� · ��T��� + K�� · ��T���� + ha���T��� − �T����

�5�

nd

�

��T���

�t
= � · �K�� · ��T��� + K�� · ��T���� − ha���T��� − �T����

�6�

here

�T��� =
1

V�
	

V�

T�dV �7�

nd

�T��� =
1

V�
	

V�

T�dV �8�

� and V� are the volumes of �- and �-phases in REV, respec-
ively. ��= �1−����c�� and ��=���c�� are the �-phase and
-phase effective thermal capacities, respectively. � is the volume

raction of the �-phase defined by �=V� /VREV �VREV is the vol-
me of REV�. h and a� come from modeling of the interfacial flux
nd are the film heat transfer coefficient and the interfacial area
er unit volume, respectively �39,41�. K��, K��, K��, and K��
re the effective thermal conductivity tensors, and the coupled
hermal conductivity tensors are equal

K�� = K��

When the system is isotropic and the physical properties of the
wo phases are constant, Eqs. �5� and �6� reduce to

��

��T���

�t
= k���T��� + k����T��� + ha���T��� − �T���� �9�

nd

��

��T���

�t
= k���T��� + k����T��� − ha���T��� − �T���� �10�

here k� and k� are the effective thermal conductivities of the �-
nd �-phases, respectively, and k��=k�� is the cross effective
hermal conductivity of the two phases.

Rewrite Eqs. �9� and �10� in their operator form, as follows:


��

�

�t
− k�� + ha� − k��� − ha�

− k��� − ha� ��

�

�t
− k�� + ha�

���T���

�T���  = 0 �11�

e then obtain an uncoupled form by evaluating the operator
eterminant such that

����

�

�t
− k�� + ha�����

�

�t
− k�� + ha�� − �k��� + ha��2�Ti�i

= 0 �12�

here the index i can take � or �. Its explicit form reads, after
ividing by ha����+���,

��Ti�i

�t
+ �q

�2�Ti�i

�t2 = 	��Ti�i + 	�T

�

�t
���Ti�i� +

	

k

k��
2 − k�k�

ha�

�2�Ti�i

�13�

here

�q =
���� , �T =

��k� + �ak�
ha���� + ��� ha��k� + k� + 2k���

33102-4 / Vol. 131, MARCH 2009
k = k� + k� + 2k��, 	 =
k� + k� + 2k��

�� + ��

�14�

This can be regarded as a dual-phase-lagging �DPL� heat-
conduction equation with ��k��

2 −k�k�� /ha���2�Ti�i as the DPL
source-related term F�r , t�+�q��F�r , t� /�t� and with �q and �T as
the phase lags of the heat flux and the temperature gradient, re-
spectively �41,43�. Here, F�r , t� is the volumetric heat source. k,
�c, and 	 are the effective thermal conductivity, capacity, and
diffusivity of nanofluids, respectively. The dual-phase-lagging
heat-conduction equation originates from the first law of thermo-
dynamics and the dual-phase-lagging constitutive relation of heat
flux density �41,43�. It is developed in examining energy transport
involving high-rate heating in which the nonequilibrium thermo-
dynamic transition and the microstructural effect become impor-
tant associated with a shortening of the response time. In addition
to its application for ultrafast pulse-laser heating, the dual-phase-
lagging heat-conduction equation also describes and predicts phe-
nomena such as the propagation of temperature pulses in super-
fluid liquid helium, nonhomogeneous lagging responses in porous
media, thermal lagging in amorphous materials, and the effects of
material defects and thermomechanical coupling �43�. Further-
more, the dual-phase-lagging heat-conduction equation forms a
generalized unified equation with the wave equation, the potential
equation, the classical parabolic heat-conduction equation, the hy-
perbolic heat-conduction equation, the energy equation in the pho-
non scattering model, and the energy equation in the phonon-
electron interaction model as its special cases �41,43�. This, with
the rapid growth of microscale heat conduction of high-rate heat
flux, has attracted the recent research effort on the dual-phase-
lagging heat-conduction equations �41,43�.

Therefore, the presence of nanoparticles shifts the Fourier heat
conduction in the base fluid into the dual-phase-lagging heat con-
duction in nanofluids at the macroscale. This finding is significant
because all results regarding dual-phase-lagging heat conduction
can thus be applied to study heat conduction in nanofluids.

The presence of nanoparticles gives rise to variations of thermal
capacity, conductivity, and diffusivity, which are given by, in
terms of ratios over those of the base fluid,

�c

��c��

= �1 − �� + �
��c��

��c��

�15�

k

k�

= 1 +
k�

k�

+ 2
k��

k�

�16�

	

	�

=
k

k�

��c��

�c
�17�

Therefore, �c / ��c�� depends only on the volume fraction of
nanoparticles and the nanoparticle-fluid capacity ratio. However,
both k /k� and 	 /	� are affected by the geometry of the
nanoparticle-fluid interface due to the term k�� /k�. This depen-
dency causes the most difficulty because it is the least precisely
known feature of a nanofluid. The future research effort should
thus focus on k�� /k� to develop predicting models of thermo-
physical properties for nanofluids.

Equation �16� predicts that k /k� increases as k� /k�, which
agrees with all experimental data �1–7�. To show the possibility of
conductivity enhancement, consider

�T

�q
= 1 +

��
2k� + ��

2k� − 2����k��

�����k� + k� + 2k���
�18�

It can be large, equal, or smaller than 1 depending on the sign
of ��

2k�+��
2k�−2����k��. Therefore, by the condition for the ex-

istence of thermal waves that requires �T /�q
1 �41,44�, we may

have thermal waves in nanofluid heat conduction when
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2k� + ��

2k� − 2����k�� 
 0

ote also that for heat conduction in nanofluids there is a time-
ependent source term F�r , t� in the dual-phase-lagging heat con-
uction �Eq. �13��. Therefore, the resonance can also occur. These
hermal waves and possibly resonance are believed to be the driv-
ng force for the conductivity enhancement. When k��=0 so that
T /�q is always larger than 1, thermal waves and resonance would
ot appear. The coupled conductive terms in Eqs. �9� and �10� are
hus responsible for thermal waves and resonance in nanofluid
eat conduction. It is also interesting to note that although each �q
nd �T is ha�-dependent, the ratio �T /�q is not. Therefore the
valuation of �T /�q will be much simpler than �q or �T.

Extension: Thermal-Wave Fluids
The present analysis of heat conduction nature in the last sec-

ion is not limited to nanofluid heat conduction but is valid for
eat conduction in all two-phase systems. It can also be extended
o heat conduction in a system involving more than two phases.
herefore, all multiphase fluids are candidates of thermal-wave
uids in which heat conduction can support thermal waves and
ossibly resonance. The presence of such waves and resonance
ay enhance heat conduction processes, and consequently ther-
al conductivity significantly.
Thermal waves have been observed in casting sand experiments

y two independent groups �43�. Substantial increases in thermal
onductivity have also been confirmed experimentally for the
orous-media fluids �45� and nanofluids �7�. However, the re-
orted data of effective thermal conductivity are all in between
hose of two phases so that the k�-enhancement appears only at
��k�. On the other hand, our theory shows that the
�-enhancement can occur for all cases with k���−k� /2 �Eq.
14��. Therefore, it is possible to have some thermal-wave fluids
hat can support very strong thermal waves and resonance such
hat their conductivities are higher than those of two phases. We
eport here one of such thermal-wave fluids for the first time.

Our thermal-wave fluid is formed by emulsifying olive oil into
istilled water with a small amount of cetyltrimethyl ammonium
romide under ultrasonic disruption �Ultrasonic Cell Processor,
aishu Kesheng Ultrasonic Equipment Ltd.�. Loadings of olive
il droplets from 0.5 vol % to 16.7 vol % are synthesized and
ested. Figure 5 shows the picture of the synthesized thermal-wave
uid with 12 values of oil volume fractions three months after its
reparation. The fluid is very stable, and no bulk phase separation

ig. 5 Oil/water emulsion „oil volume fraction from 0.5 vol %
o 16.7 vol %…
as been observed. Note that microemulsions are generally ther-

ournal of Heat Transfer
modynamically stable; their free energy is even lower than in the
unmixed system �46,47�. Furthermore, the microemulsions are
also freeze/thaw recoverable �48�.

Figure 6 typifies the distribution of oil droplets in the emulsion,
showing relatively monodispersed droplets uniformly distributed
in the emulsion. The image analysis by using IMAGE PRO PLUS

gives a mean droplet diameter of 192.1 nm with a coefficient of
variation �CV� of 4.99%. Here CV is defined by CV=�d /dm
where �d is the standard derivation of the diameter and dm is its
mean value.

The conductivity ratio k /kw measured by the standard transient
hot-wire method �KD2, Therm Test Inc., Canada� is shown in Fig.
7 as a function of oil volume fraction and fluid temperature. Here
k and kw are the thermal conductivity of the thermal-wave fluid
and the water, respectively. The prediction by the Maxwell model
is also plotted in Fig. 7 for comparison �7,49�. Remarkably, an
extraordinary conductivity enhancement—up to a 153.3% in-
crease at the oil volume fraction of 3.3% and the fluid temperature
of 30°C—is obtained in the fluid after adding some oil with lower
thermal conductivity. For most tested cases, an extraordinary in-
crease �rather than decrease� in thermal conductivity is achieved.

The oil/water emulsion conductivity predicted by using the
Maxwell model shows a linear decrease with the increase in oil
volume fraction and a negligible effect of emulsion temperature
�Fig. 7�. The measured conductivity shows a strong sensitivity and
a high nonlinearity to both the oil volume fraction and the tem-
perature and is consistent with the theory of thermal waves and
resonance �41,43�.

5 Concluding Remarks
Nanofluids can be synthesized by using solution chemistry. The

ability to manipulate atoms and molecules in the liquid phase
provides a powerful arsenal for synthesis of tailor-designed nano-
fluids using a bottom-up approach.

The presence of nanoparticles shifts the Fourier heat conduction
in the base fluid into the dual-phase-lagging heat conduction in
nanofluids at the macroscale. The coupled conduction of the two
phases results in thermal waves and possibly resonance in nano-
fluid heat conduction. Such waves and resonance are responsible
for the conductivity enhancement.

Our theory of nanofluid heat conduction also generalizes nano-
fluids into thermal-wave fluids and leads to the first experiment of
extraordinary fluid conductivity enhancement �up to 153.3%� by
adding some fluid even with lower conductivity. Such new
thermal-wave fluids also have long-term stability and can be pro-
duced in large quantities. Therefore they can improve fluid con-
ductivity and convective heat transfer more effectively than re-

Fig. 6 Oil/water emulsion under microscope „oil volume
fraction=3.33%; temperature=50°C; oil droplet mean diameter
of 192.1 nm with a coefficient of variation „CV… of 4.99%…
cently proposed nanofluids.

MARCH 2009, Vol. 131 / 033102-5
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omenclature
av � interfacial area per unit volume, m−1

A�� � area of the �-� interface, m2

c � specific heat, J kg−1 K−1

dm � mean diameter, m
h � film heat transfer coefficient, W m−2 K−1

k � thermal conductivity, W m−1 K−1

k� � effective thermal conductivity of the �-phases,
W m−1 K−1

k� � effective thermal conductivity of the �-phases,
W m−1 K−1

k�� � cross effective thermal conductivity of the �-
and �-phases, W m−1 K−1

K�� � effective thermal conductivity tensor associated
with ��T��� in the �-phase equation,
W m−1 K−1

K�� � effective thermal conductivity tensor associated
with ��T��� in the �-phase equation,
W m−1 K−1

K�� � effective thermal conductivity tensor associated
with ��T��� in the �-phase equation,
W m−1 K−1

K�� � effective thermal conductivity tensor associated
with ��T��� in the �-phase equation,
W m−1 K−1

n � outward unit normal vector
n�� � −n�� outward unit normal vector pointing

from the �-phase toward the �-phase
t � time, s

T � temperature, K
V � volume measure, volume of integration, m3

VREV � volume of REV, m3

V	 � the portion of the REV occupied by the
3

Fig. 7 Variation of k /kw with oil volume fractio
conductivity; kw: water thermal conductivity…
	-phase and its volume, m

33102-6 / Vol. 131, MARCH 2009
V� � the portion of the REV occupied by the
�-phase and its volume, m3

Greek Symbols
	 � thermal diffusivity, m2 s−1

� � volume fraction of the �-phase
� � thermal capacity, J m−3 s−1 K−1

�� � �-phase effective thermal capacity,
J m−3 s−1 K−1

�	 � 	-phase effective thermal capacity,
J m−3 s−1 K−1

� � density, kg m−3

�q � phase-lag of heat flux vector, s
�T � phase-lag of temperature gradient, s

Other Mathematical Symbols
� � � averaging operator
� � gradient operator, m−1

� � Laplacian, m−2

Subscripts and Superscripts
i � general index qualifier
o � oil
w � water
	 � 	-phase

	� � entity qualifier for an interface between the 	-
and �-phase

� � �-phase
�d � standard derivation of the diameter, m
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Modeling Micro Mass and Heat
Transfer for Gases Using
Extended Continuum Equations
This paper presents recent contributions to the development of macroscopic continuum
transport equations for micro gas flows and heat transfers. Within the kinetic theory of
gases, a combination of the Chapman–Enskog expansion and the Grad moment method
yields the regularized 13-moment equations (R13 equations), which are of high approxi-
mation order. In addition, a complete set of boundary conditions can be derived from the
boundary conditions of the Boltzmann equation. The R13 equations are linearly stable,
and their results for moderate Knudsen numbers stand in excellent agreement with direct
simulation Monte Carlo (DSMC) method simulations. We give analytical expressions for
heat and mass transfer in microchannels. These expressions help to understand the com-
plex interaction of fluid variables in microscale systems. Additionally, we compare inter-
esting analogies such as a mass flux and energy Knudsen paradox. In particular, the R13
model is capable of predicting and explaining the detailed features of Poiseuille
microflows. �DOI: 10.1115/1.3056598�

Keywords: continuum models, Poiseuille flow, moment method, kinetic gas theory
Introduction

Processes in microscale flows of gases or, equivalently, in rar-
faction situations are well described by the Boltzmann equation
1�, which describes the evolution of the particle distribution func-
ion in phase space, i.e., on the microscopic level.

The relevant scaling parameter to characterize processes in mi-
roflow gases is the Knudsen number Kn, defined as the ratio
etween the mean free path of a particle and a relevant length
cale. If the Knudsen number is small, the Boltzmann equation
an be reduced to simpler models, which allow faster solutions.
ndeed, if the Knudsen number is small �Kn�0.01�, the hydrody-
amic equations, the laws of Navier–Stokes and Fourier �NSF�,
an be derived from the Boltzmann equation, e.g., by the
hapman-Enskog method �2�. The NSF equations are macro-

copic equations for mass density �, velocity vi, and temperature
and thus pose a mathematically less complex problem than the
oltzmann equation.
Macroscopic equations for rarefied gas flows at Knudsen num-

ers above 0.01 promise to replace the Boltzmann equation with
impler equations that still capture the relevant physics. The
hapman–Enskog expansion is the classical method to achieve

his goal, but the resulting Burnett and super-Burnett equations are
nstable �3�. To fix these problems in the framework of the
hapman–Enskog expansion is cumbersome �4,5�. Nevertheless,

n some cases Burnett equations could be used for simulations of
onequilibrium gases �6–8�.

A classical alternative is Grad’s moment method �9�, which
xtends the set of variables by adding deviatoric pressure tensor

ijªp�ij� �stress�, heat flux qi, and possibly higher moments of the
elocity distribution function �phase density� of the particles. The
esulting equations are stable but lead to spurious discontinuities
n shocks �10�. Nevertheless, some successes have been obtained
ith moment methods, and popularity is rising �see Refs.
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�11–15��. However, for a given value of the Knudsen number, it is
not clear what set of moments one would have to consider �2�.

Struchtrup and Torrilhon �16,17� combined both approaches by
performing a Chapman–Enskog expansion around a nonequilib-
rium phase density of Grad type, which resulted in the “regular-
ized 13-moment equations” �R13 equations�, which form a stable
set of equations for the 13 variables �� ,vi ,T ,�ij ,qi� of super-
Burnett order, i.e., of third order in the Knudsen number when
asymptotically expanded. Section 2 gives a review of this original
derivation. An alternative approach to the problem was presented
by Struchtrup in Refs. �18,19�, partly based on an earlier work by
Müller et al. �20�. This order-of-magnitude method is based on a
rigorous asymptotic analysis of the infinite hierarchy of the mo-
ment equations. A brief outline is also given in Sec. 2.

One of the biggest problems for all models beyond NSF is to
prescribe suitable boundary conditions for the extended equations,
which should follow from the boundary conditions for the Boltz-
mann equation. This task was recently tackled in Ref. �21�, and
the general solution to the problem �22� will be discussed after the
derivation of the equations when we present boundary conditions
for the R13 equations.

The second part of this paper will survey the properties of the
R13 equations, which are linearly stable, obey an H-theorem for
the linear case, contain the Burnett and super-Burnett equations
asymptotically, predict phase speeds and damping of ultrasound
waves in excellent agreement with experiments, yield smooth and
accurate shock structures for all Mach numbers, and exhibit
Knudsen boundary layers and the Knudsen minimum of channel
flow in excellent agreement with direct simulation Monte Carlo
�DSMC� method simulations. This paper reviews detailed infor-
mation about the performance of R13 for Poiseuille flow in mi-
crochannels and discusses how microvariables enter and influence
the classical fluid dynamical relations. The interested reader is
referred to the cited literature, including the monograph �2�.

2 Derivation of R13
The derivation of the regularized 13-moment equations has

been done in two ways. Both ways give specific insight into the
structure and properties of the theory.
2.1 Based on Pseudo-Time-Scales. The original derivation

MARCH 2009, Vol. 131 / 033103-109 by ASME
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16� develops an enhanced constitutive theory for Grad’s moment
quations. The closure procedure of Grad is too rigid and needs to
e relaxed. The new theory can be summarized in three steps:

1. Identify the set of variables U and higher moments V that
need a constitutive relation in Grad’s theory.

2. Formulate evolution equations for the difference R=V
−V�Grad��U� of the constitutive moments and their Grad re-
lation.

3. Perform an asymptotic expansion of R alone while fixing all
variables U of Grad’s theory.

This procedure can, in principle, be performed on any system
btained by Grad’s moment method; i.e., any number of moments
an be considered as a basic set of variables. For the derivation of
13 the first 13-moment density, velocity, temperature, stress de-
iator, and heat flux have been considered in accordance with the
lassical 13-moment case of Grad.

In the classical Grad approach, the difference R is considered to
e zero: All constitutive moments follow from lower moments by
eans of Grad’s distribution V=V�Grad��U�. This rigidity causes

yperbolicity as well as artifacts such as subshocks and poor ac-
uracy. However, the evolution equation for R is, in general, not
n identity. Instead it describes possible deviations of Grad’s clo-
ure. The constitutive theory of R13 takes these deviations into
ccount.

The evolution equation for R cannot be solved exactly because
t is influenced by even higher moments. Hence, an approximation
s found by asymptotic expansion. In doing this, step 3 requires a

odeling assumption about a scaling cascade of the higher order
oments. In the asymptotic expansion of R, we fix lower mo-
ents, that is, density, velocity, and temperature, as well as non-

quilibrium quantities such as stress and heat flux. The assump-
ion is a pseudo-time-scale such that the higher moments R follow

faster relaxation. The expansion can also be considered as an
xpansion around a nonequilibrium �pseudo-equilibrium�. A simi-
ar idea has been formulated in Ref. �23� based solely on distri-
ution functions.

The result for R after one expansion step is a relation that
ouples R to gradients of the variables U; in R13 these are gradi-
nts of stress and heat flux. The gradient terms enter the diver-
ences in the equations for stress and heat flux and produce dis-
ipative second order derivatives. The final system is a
egularization of Grad’s 13-moment equations. The procedure re-
embles the derivation of the NSF system. Indeed the NSF equa-
ions can be considered as a regularization of Euler equations �i.e.,
rad’s five-moment system�.

2.2 Based on Order of Magnitude. The order-of-magnitude
ethod �18,19� considers the infinite system of moment equations

esulting from Boltzmann’s equation. It does not depend on
rad’s closure relations and does not directly utilize the result of

symptotic expansions. The method finds the proper equations
ith the order of accuracy �0 in the Knudsen number by the

ollowing three steps:

1. determination of the order of magnitude � of the moments
2. construction of moment set with a minimum number of mo-

ments at order �
3. deletion of all terms in all equations that would lead only to

contributions of orders ���0 in the conservation laws for
energy and momentum

Step 1 is based on a Chapman–Enskog expansion where a mo-
ent � is expanded according to �=�0+Kn�1+Kn2�2+¯, and

he leading order of � is determined by inserting this ansatz into
he complete set of moment equations. A moment is said to be of
eading order � if ��=0 for all ���. This first step agrees with

he ideas of Ref. �20�. Alternatively, the order of magnitude of the

33103-2 / Vol. 131, MARCH 2009
moments can be found from the principle that a single term in an
equation cannot be larger in size by one or several orders of mag-
nitude than all other terms �24�.

In step 2, new variables are introduced by a linear combination
of the moments originally chosen. The new variables are con-
structed such that the number of moments at a given order � is
minimal. This step gives an unambiguous set of moments at order
�.

Step 3 follows from the definition of the order of accuracy �0:
A set of equations is said to be accurate of order �0 when stress
and heat flux are known within the order O�Kn�0�.

The order-of-magnitude method gives the Euler and NSF equa-
tions at zeroth and first orders and thus agrees with the Chapman–
Enskog method in the lower orders �18�. The second order equa-
tions turn out to be Grad’s 13-moment equations for Maxwell
molecules �18� and a generalization of these for molecules that
interact with power potentials �2,19�. At third order, the method
was only performed for Maxwell molecules, where it yields the
R13 equations �18�. It follows that R13 satisfies some optimality
when processes are to be described with third order accuracy.

Note that the derivation based on pseudo-time-scales above re-
quires an unphysical assumption, namely, strongly different relax-
ation times for different moments. Such a cascading does not exist
since all moments relax on roughly the same time scale propor-
tional to Kn. The order-of-magnitude approach does not rely on
such an assumption. Instead of different relaxation times, this
method induces a structure on the set of nonequilibrium moments
based on size, that is, order of magnitude, and justifies different
closed systems of moment equations.

2.3 Result. Here, we display the original R13 equations from
Ref. �16�, which are build from the general conservation laws for
a monatomic gas with mass density �, velocity vi, and temperature
� in energy units,

��

�t
+

��vk

�xk
= 0 �1�

�
�vi

�t
+ �vk

�vi

�xk
+

�p

�xi
+

��ik

�xk
= 0 �2�

3

2
�

��

�t
+

3

2
�vk

��

�xk
+

�qk

�xk
+ �p	ij + �ij�

�vi

�xj
= 0 �3�

where 	ij is the Kronecker symbol or identity matrix. For the
pressure p we assume the ideal gas law p=��. We use Cartesian
index notation with i , j ,k , l� �1,2 ,3� and summation convention.
The additional evolution equations that close the system are given
by

��ij

�t
+

��ijvk

�xk
+

4

5

�q�i

�xj�
+ 2p

�v�i

�xj�
+ 2�k�i

�v j�

�xk
+

�mijk

�xk
= −

p



�ij

�4�

for the stress deviator �ij and

�qi

�t
+

�qivk

�xk
+ p

���ik/��
�xk

+
5

2
�p	ik + �ik�

��

�xk
−

�ij

�

�� jk

�xk

+ 	mijk +
6

5
q�i	 jk� + qk	ij
 �v j

�xk
+

1

2

�R̂ik

�xk
= −

2p

3

qi �5�

for the heat flux qi with 
 the viscosity of the gas. Round brackets
give the symmetric part of a tensor, while angular brackets around
indices denote the symmetric deviatoric part, e.g., A�ij�=A�ij�

− 1
3Akk	ij =

1
2 �Aij +Aji�− 1

3Akk	ij, and analogously for three indices,
see Ref. �2�.

Note that these equations include the classical laws of Navier–

Stokes and Fourier for stress deviator and heat flux. They can be
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ormally recovered by setting �ij, qi, mijk, and R̂ij to zero on the
eft hand side only. The additional terms in the equations beyond
he classical laws allow for inertial effects and nongradient trans-
ort. That is, stress and heat flux are no longer slaved to the
hermodynamic fluxes, velocity gradient, and temperature
radient.

The remaining quantities mijk and R̂ij represent higher mo-
ents, and as such they form fluxes of stress and heat flux. These

re zero in the Grad case, but the R13 theory provides the gradient
xpressions

mijk = − 2

����ij/��

�xk�
+

8

10p
q�i� jk�

�NSF� �6�

Rij = −
24

5



��q�j/��

�xj�
+

32

25p
q�iqj�

�NSF� +
24

7�
�k�i� j�k

�NSF� �7�

R = − 12

��qk/��

�xk
+

8

p
qkqk

�NSF� +
6

�
�ij�ij

�NSF� �8�

ith R̂ij =Rij +
1
3R	ij and the abbreviations

�ij
�NSF� = − 2


�v�i

�xj�
, qi

�NSF� = −
15

4



��

�xi
�9�

n total the R13 system is given by nonlinear parabolic-hyperbolic
artial differential equations with relaxation. In that sense it re-
embles the mathematical structure of the NSF equations.

Boundary Conditions for R13
The computation of boundary conditions for the R13 equations

s based on Maxwell’s model for boundary conditions for the
oltzmann equation �1,2,25�, which states that a fraction � of the
articles hitting the wall are thermalized, while the remaining 1
� particles are specularly reflected. Boundary conditions for mo-
ents follow by taking moments of the boundary conditions of

he Boltzmann equation. To produce meaningful boundary condi-
ions, one needs to obey the following rules:

1. Continuity: In order to have meaningful boundary conditions
for all accommodation coefficients �� �0,1�, only boundary
conditions for tensors with an odd number of normal com-
ponents should be considered �21�.

2. Consistency: Only boundary conditions for fluxes that actu-
ally appear in the equations should be considered �22�.

3. Coherence: The same number of boundary conditions should
be prescribed for the linearized and the nonlinear equations
�22�.

The application of rules 1 and 2 is straightforward and yields
he following set of kinetic boundary conditions �t and n denote
angential and normal tensor components, respectively� for mo-

ents:

�tn = − ��PVt + 1
2mtnn + 1

5qt�

qn = − ��2P�� + 5
28Rnn + 1

15R + 1
2��nn − 1

2 PVt
2�

Rtn = ��P�Vt − 1
2�mtnn − 11

5 �qt − PVt
3 + 6P��Vt�

mnnn = �� 2
5 P�� − 1

14Rnn + 1
75R − 7

5��nn − 3
5 PVt

2�

mttn = −
mnnn

2
− �	 1

14
	Rtt +

Rnn

2

 + �	�tt +

�nn

2

 − PVt

2

�10�

W
here ��=�−�W, Vt=vt−vt , and
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P ª �� +
�nn

2
−

Rnn

28�
−

R

120�
�11�

The properties of the wall are given by its temperature �W and
velocity vt

W and the modified accommodation coefficient

� = �/�2 − ���2/��� �12�

In extrapolation of the theory of accommodation, these coeffi-
cients that occur in every equation of Eq. �10� could be chosen
differently. So far, most results have been obtained with only one
accommodation coefficient in accordance with the Maxwell
model. Clearly, the Maxwell model is a strong reduction of the
wall properties, and in many realistic cases more parameters are
required to model wall interactions. Different accommodation co-
efficients of the single moment fluxes, e.g., shear or heat flux,
could be used to model detailed wall properties. However, more
investigations and comparisons are required for such an approach.

The first condition above is the slip condition for the velocity,
while the second equation is the jump condition for the tempera-
ture. They come in a generalized form, with the essential part
given by �tn�Vt and qn���. In a manner of speaking, the other
conditions can be described as jump conditions for higher mo-
ments, which again relate fluxes and respective variables. In per-
fect analogy to the usual slip and jump conditions, the essential
part is given by Rtn�qt and mnnn��nn. The additional terms in
Eq. �10� are off-diagonal terms coupling all even �in index n�
moments in the boundary conditions.

When the R13 equations are considered for channel flows in
their original form, it turns out that a different number of bound-
ary conditions is required to solve the fully nonlinear and the
linearized equations. Since this would not allow a smooth transi-
tion between linear and nonlinear situations, we formulated the
third rule as given above.

Asymptotic analysis shows that some terms can be changed
without changing the overall asymptotic accuracy of the R13
equations. This leads to the algebraization of several nonlinear
terms in the partial differential equations, which, after some alge-
bra, leads to algebraic relations, termed as bulk equations, be-
tween the moments that serve as additional boundary conditions
for the nonlinear equations �22�,

mtnn =
32

45p
�tnqn �13�

R̂nn =
136

25p
qn

2 −
72

35�
�tn

2 �14�

These equations have a special interpretation. The possibility to
prescribe kinetic boundary conditions as in Eq. �10� for moments
is related to the ability of the moments to produce a so-called
Knudsen layer. The Knudsen layer is a boundary layer that occurs
close to the wall in high Knudsen number flows, for example, in
microchannels. The kinetic boundary condition specifies the am-
plitude of the boundary layer. In the R13 system some variables,
for instance, parallel heat flux, and normal stresses, are able to

produce a Knudsen layer, while the higher moments R̂nn and mtnn
cannot. This is due to the finite number of moments considered. In
the infinite moment hierarchy, all moments exhibit Knudsen lay-
ers �see Ref. �26��.

Due to the lack of a Knudsen layer, kinetic boundary conditions

may not be used for the moments R̂nn and mtnn. Instead, we as-
sume that the boundary layer is relaxed infinitely fast to an inte-
rior solution—the bulk relation given in Eq. �13�. The analysis
shows that relation �13� is valid not only at the boundary but also
at some distance from it where the flow has shear flow character.
In that sense the bulk relations are consistency requirements and
not only boundary conditions. They are algebraic relations re-

quired by the R13 equations, and the values for R̂nn and mtnn at the

wall need to be consistent. Correspondingly, Eq. �13� should be
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rescribed at the wall. Hence, the bulk solution turns out to be the
atural boundary conditions for Knudsen-layer-less variables. De-
ails of this interpretation can be found in Ref. �22�.

Achievements With R13
We summarize the most important features of the R13 equa-

ions, which result from analytical considerations and from ana-
ytical and numerical solutions. The results of R13 have been
ompared with experimental data as well as to direct simulation
esults obtained by DSMC �27�.

The R13 equations

• are derived in a rational manner by means of the order-of-
magnitude method �18,19� or from a Chapman–Enskog ex-
pansion around nonequilibrium �16,17�, as described above

• are of third order in the Knudsen number �2,16–19� when
expanded in an asymptotic expansion and compared with
the full expansion of Boltzmann’s equation

• are linearly stable for initial and boundary value problems
�16,17� �that is, amplitudes of linear sound and heat waves
are not amplified�

• contain Burnett and super-Burnett asymptotically in the lin-
ear �16� and nonlinear �17� cases �however, higher order
contributions stabilize the R13 system�

• predict phase speeds and damping of sound waves with high
frequencies and short wavelengths in excellent agreement
with experiments �16�

• give smooth shock structures without subshocks for all
Mach numbers, with quantitatively very good agreement
with DSMC simulations for Ma�3 �17�

• are accompanied by a complete set of boundary conditions
�22� based on the most commonly used accommodation
model in kinetic theory

• obey an entropy and H-theorem for the linear case, includ-
ing the boundaries �28�, which can also be used to derive the
equations as such

• exhibit the Knudsen paradox, i.e., the minimum of the mass
flow rate for channel flows �see Sec. 5� �22,28�

• exhibit Knudsen boundary layers for temperature and veloc-
ity profiles as well as other moments in good agreement
with DSMC �29,30�

• are easily accessible to numerical simulations in multiple
space dimensions based on finite volume methods �31� or
pressure-correction schemes �21�

• predict dynamic form factors �32� in accordance with ex-
periments of light scattering spectra measuring small scale
density fluctuations

e proceed with presenting the details of microchannel flows.

Microchannel Flows
To approach microchannel flows, we study a special class of

teady shear flows that include steady Couette or Poiseuille flows.
or the R13 system, shear flow is a multidimensional phenom-
non in the sense that it produces a fully multidimensional reac-
ion for the stress tensor and heat flux. Introducing xi=̂�x ,y ,z�, we
onsider shear flow, which is homogeneous in the z-direction, and
efine the remaining nonvanishing parts of stress tensor and heat
ux as

� = �xx �xy 0

�yx �yy 0

0 0 �zz
�, q = �qx,qy,0� �15�

here �xy =�yx and �zz=−��xx+�yy� since � must be trace free.

or the velocity we assume vy =vz=0 and
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v�x,y,z� = �vx�y�,0,0� �16�

The force acts only in the x-direction, f= �F ,0 ,0� and enters the
momentum balance �2� but no other equation. This setting is valid
for channel flows, as displayed in Fig. 1. The gas is confined
between two infinite plates at distance L and moves solely in the
x-direction. The walls are moving with x-velocities vW

�0,1� and may
be heated with different temperatures �W

�0,1�. The Knudsen number
Kn=� /L with mean free path �=
 / ����� is based on the width
of the channel.

In this setting we have eight independent variables in the R13
equations, namely, �� ,vx , p ,�xx ,�yy ,�xy ,qx ,qy�. Optionally, the
pressure p can be replaced by the temperature �. The five remain-

ing relevant constitutive quantities are �mxxy ,mxyy ,myyy , R̂xy , R̂yy�.
Systems �1�–�9� reduces to 13 first order nonlinear ordinary dif-
ferential equations in the space variable y. The equations uncover
a striking simplicity by decomposing into three linearly decoupled
blocks. The coupling is displayed by writing the vector of vari-
ables in the form

U = �vx,�xy,qx,mxyy,Rxy��,qy,�yy,R̂yy,myyy��,�xx,mxxy� �17�

The first block describes the velocity part with the balances of vx,

�xy, and qx and higher moments mxyy and R̂xy; the second block
describes the temperature part with the balances of �, qy, and �yy

and higher moments R̂yy and myyy. Both parts are governed domi-
nantly by two classical variables, �vx ,�xy� and �� ,qy�, respec-
tively, which behave essentially in an intuitive way. In NSF the
second variable is related to the gradient of the first. The third
variable in both parts, qx and �yy, respectively, is given by a
seemingly classical variable, which, however, plays a nonintuitive
role. It represents a heat flux produced by a velocity shear in the
first block and a normal stress due to temperature difference in the
second. Both are typical rarefaction effects in microflows of gases.
Through these variables the classical variables velocity and tem-
perature are coupled to the high order internal quantities, mxyy and

R̂xy, and R̂yy and myyy, respectively. From tensorial considerations,
the first block can be identified with mixed normal/tangential vari-
ables �shear�, while the second block couples the purely normal
variables �temperature�. The last block combines the density and
purely tangential tensorial variables and exhibits only a minor
influence.

5.1 Linear Equations and Knudsen Layers. One of the
most important advantages of continuum models is the possibility
to gain understanding in micro gas dynamics through analytical
expressions. The mathematical structure of the equations provides
a general insight into new physics and may teach intuition about
complex processes.

Here, we demonstrate the rise of Knudsen layers and micro-
scale variables, i.e., nongradient heat fluxes and normal stresses.
Similar calculations can be found in Refs. �29,30�.

5.1.1 Velocity Part. As mentioned above, the equations split

Fig. 1 General setting for shear flow between two infinite
plates. The plates are moving and may be heated.
into a velocity and a temperature part in the linear case. The
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elocity part is governed by the momentum balance and an equa-
ion for shear stress, which are given by Eq. �2� with force term
nd the xy-component of Eq. �4� and read

�y�xy = �F �18�

�xy = − 
�yvx −
2

5




p
�yqx �19�

ith constant density, pressure, and viscosity 
. Obviously, shear
tress is given by the velocity gradient and by a microscale con-
ribution from the heat flux qx parallel to the walls. This heat flux
atisfies Eq. �5�,




�
�y�xy +

1

2




p
�yRxy = −

2

3
qx �20�

Rxy = −
12

5




p
�yqx �21�

ith higher order flux Rxy given by Eq. �7�. In particular, the
arallel heat flux is independent of a temperature gradient. It is
riggered from the shear stress and boundary conditions. Elimina-
ion of Rxy leads to a second order ordinary differential equation
or qx with solution �assuming symmetry�,

qx�y� = −
3

2

F + C1 sinh	�5

3

1

Kn

y

L/2

 �22�

sing the Knudsen number1

Kn =

��

pL
�23�

he hyperbolic sine function has the shape of a boundary layer, as
an be seen in Fig. 2. This boundary layer is superimposed on a

1This definition is most suitable for dimensionless moment equations. Other defi-

itions differ only by factors, e.g., Kn˜ in Ref. �3� or �6�, which is Kn˜

�4 /5���8 /��
�� / p��1.277 Kn, or k used in Ref. �21�, which is k
� �

ig. 2 R13 predicts exponential Knudsen layers for, e.g., par-
llel heat flux. The upper plot shows a schematic picture for
=0, Kn=0.01, 0.1, and 0.5. These functions lead to typical
-shaped profiles for, e.g., temperature; see the schematic

ower plot with Kn=0.01, 0.1, and 0.2.
�4 /5� 2�
 � / p��1.13 Kn.
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bulk solution �
F in qx. Finally, the parallel heat flux enters the
velocity solution �assuming symmetry�

vx�y� = C2 +
�F

2

		L

2

2

− y2
 −
2

5p
qx�y� �24�

inheriting the Knudsen layer. Hence, the velocity consists of a
bulk solution given by the classical parabolic profile and a layer
contribution from the parallel heat flux.

Note that the boundary layers grow quickly with the Knudsen
number and fill out the channel already at Kn=0.5 �see Fig. 2�. At
these Knudsen numbers, the bulk and layer in Eq. �24� cannot be
distinguished anymore, and the solution will show a quality in its
own right with no resemblance to classical solutions.

5.1.2 Temperature Part. Remarkably, the temperature part of
the linear R13 equations shows identical mathematical structures.
The two basic equations are now given by the energy balance �Eq.
�3�� and the equation for normal heat flux qy �Eq. �5��, which
together read

�yqy = 0 �25�

qy = − ��y� −
2

5

�

�
�y�yy �26�

with constant density, pressure, and heat conductivity �= 15
4 


�temperature in energy units�. Again, the first term on the right
hand side describes Fourier’s law, but the second shows the influ-
ence of normal stress �yy as a microscale variable. This normal
stress is determined by Eq. �4�,

�

p
�yqy +

2

9

�

p
�ymyyy = −

5

6
�yy �27�

myyy = −
8

25

�

p
�y�yy �28�

with higher order flux myyy given by relation �7�. Note the perfect
analogy to the equations of the velocity part above. Consequently,
the normal stress is given by a hyperbolic sine function �assuming
antisymmetry�,

�yy�y� = C3 sinh	�5

6

1

Kn

y

L/2

 �29�

exhibiting boundary layer character again with the Knudsen num-
ber as the scaling parameter. This boundary layer enters the profile
of the temperature,

��y� = C4 +
C5

�

y

L/2
−

2

5p
�yy�y� �30�

and leads to a typical s-shape, as seen in Fig. 2. The bulk solution
of �yy is zero, while the bulk solution of the temperature is the
classical linear function.

The integration constants Ci have to be fixed by boundary con-
ditions, as given in Eq. �10�. Similar to the equations, the bound-
ary conditions also decouple into a velocity and a temperature part
when linearized.

5.2 Mass Flux Knudsen Paradox. Gas flow through a chan-
nel is known to exhibit a paradoxical behavior known as the
Knudsen paradox �33�. When reducing the Knudsen number in the
experiment, the normalized mass flow rate

J =�
−1/2

1/2

v�y�dy �31�

through the channel reaches a minimum and afterward starts to
increase for larger Knudsen numbers.

To model this, we consider Poiseuille flow given by

acceleration-driven channel flow with walls at rest and identical
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emperatures. The channel is considered to be infinitely long such
hat a steady velocity profile has developed from the viscous
oundary layers. The given acceleration can be interpreted as a
omogeneous pressure gradient.

Given the analytical result for the channel flow of the linear
13 system above, it is easy to determine an explicit function for

he mass flow rate. After integration we find

J =
�1

Kn
+ �2Kn + �3

here �1,2,3 depend on the coefficients in the equations and
oundary conditions, essentially, viscosity and accommodation
actor. The functional dependence on the Knudsen number is valu-
ble information. In general, the coefficients could also be cali-
rated to measurements.

Figure 3 shows the dimensionless mass flow rate obtained from
13 as a function of Kn. The curve clearly shows a minimum and

hus correctly predicts a Knudsen paradox. The figure also shows
he mass flow rate obtained with NSF and standard slip boundary
onditions, which clearly fails to produce a Knudsen minimum. In
ef. �34� the mass flow rate has been calculated based on the

inearized Boltzmann equation, and those results are given in Fig.
as symbols. The mass flow for R13 follows the Boltzmann result

airly accurately until Kn�1.0 and then lifts off too quickly. At
hese high Knudsen numbers, the assumptions of the theory are
ot valid anymore.

The Knudsen paradox is essentially a boundary effect, as ex-
lained below. Hence, it is possible to tweak the NSF system to
xhibit a Knudsen minimum as well when using second order slip
see, e.g., Ref. �35��. However, when comparing different models
or second order slip with the R13 result, it turns out that the R13
urve gives a better fit to the Boltzmann result �see Ref. �36��.
dditionally, the fields of flow variables temperature and heat flux

n microchannel flows show a very interesting behavior correctly
eproduced only by extended models beyond NSF �see Sec. 5.4�.

Intuitively one would expect a decreasing mass flow for a
maller channel. The explanation for the minimum is the follow-
ng: For very small Knudsen numbers, viscosity is almost vanish-
ng, and a fully developed flow would exhibit a huge velocity
rofile, hence a very large mass flow rate. When viscosity is in-
reased, this profile shrinks; however in the other extreme of large
nudsen numbers a different effect takes over. The interaction
etween the particles and the wall becomes so small due to lack of
ollisions that the particles merely accelerate and fall through the
hannel. Again, a fully developed flow of “accelerated freely fall-
ng” particles leads to an infinite mass flux. Between these two
xtrema, there must be a minimum. In summary, at a certain mi-
roscale the friction inside the gas becomes small and the growing

ig. 3 Averaged mass flow rate in acceleration-driven channel
ow. The R13 equations predict the Knudsen paradox.
lip velocity at the wall dominates the mass flow rate.
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5.3 Energy Knudsen Paradox. We have seen above that the
channel flow separates the R13 equations into two different sys-
tems of equations: one part for the velocity and shear and another
part for the temperature and normal heat flux. The two parts ex-
hibit mathematical identical structures in the linearized setting and
allow us to transfer the specific behavior of shear flows to the
analogous behavior of heat transfer.

This leads us to the prediction of an energy Knudsen paradox
for heat transfer in the following sense. Let a resting monatomic
gas between the two plates in Fig. 1 be heated by a constant
volume source, e.g., radiation r. That is, the steady energy balance
has the form �yq=r. The total energy content between the plates is
essentially the integral of the temperature �

E =
3

2�
−1/2

1/2

��y�dy �32�

when written in dimensionless form. When normalized with the
energy input r, the energy content depends on the Knudsen num-
ber and the R13 theory predicts a paradoxical behavior when
changing the width of the channel. When increasing the Knudsen
number and decreasing the channel width, the energy content de-
creases, but only up to a certain Knudsen number. For a very
small width, the total energy increases with Kn, which is
nonintuitive.

Figure 4 shows the respective plot that compares the normal-

ized total energy content Ê, as predicted by R13 and NSF with
first order jump conditions. As before, the standard NSF model
without second order jump conditions does not show a minimum.
R13 predicts an energy minimum, which is at smaller Knudsen
numbers than the Knudsen minimum for the mass flux in Fig. 3.

To our knowledge there are no experimental or DSMC data to
verify this prediction. However, it is very likely that such data
would unveil an approximation quality of R13 similar to that of
Fig. 3.

5.4 Full Solution for Poiseuille Flow. In the linear setting,
the dissipation term in the energy balance is neglected and any
velocity profile does not lead to a temperature rise. To see the
temperature profile, the nonlinear equations have to be solved.
Apart from arithmetic complexity, this is not a problem with the
R13 model.

We solve the full nonlinear R13 system in forms �1�–�9� for a
Poiseuille flow, as described above with kinetic boundary condi-
tion �10�–�14� for various Knudsen numbers. The mass flow rate
is only a rough property of microflows, and the R13 result gives
much more insight when considering the fields of the moments.
Figures 5 and 6 display some fields obtained by R13 for Knudsen

Fig. 4 R13 predicts an energy Knudsen paradox: The normal-
ized total energy content of an externally heated channel
shows a nonintuitive minimum when plotted against the Knud-
sen number. Standard NSF does not show this minimum.
numbers Kn=0.068, 0.15, 0.4, and 1.0. The figures show the con-
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ervation variables velocity vx and temperature �, as well as the
icroscale variables tangential heat flux qx and normal stress �yy.
ote that the channel flow produces a significant parallel heat flux

x even though the temperature is homogeneous along x. Simi-
arly, the temperature field triggers a normal stress even though
yvy =0. This is a microscale effect. Higher Knudsen numbers
how stronger nonequilibrium, as indicated by larger magnitudes
f qx and �yy. Interestingly, the temperature profile starts to invert
or higher Knudsen numbers. Note also that the Knudsen paradox
an be observed in the results of the R13 system in Fig. 5. The
elocity profile becomes flatter, but the slip increases and the ve-
ocity curve for Kn=1.0 lies above the curve of Kn=0.4.

The simulations were obtained with a dimensionless accelera-

ig. 5 Velocity and temperature profiles in acceleration-driven
hannel flow for various Knudsen numbers. The symbols in the
ase Kn=0.068 represent a DSMC result.

ig. 6 Microscale effects, such as parallel heat flux qx and
ormal stresses �yy, in microchannels as predicted by R13 for
arious Knudsen numbers. The symbols in the case Kn

0.068 represent a DSMC result.

ournal of Heat Transfer
tion force fixed at F=0.23, such that Knudsen number Kn
=0.068 corresponds to the case of Poiseuille flow calculated in
Ref. �37� �see also Ref. �38�� by DSMC. These results are shown
in Figs. 5 and 6 as symbols. R13 gives good agreement with the
DSMC result.

Comparison with NSF. While the Knudsen minimum can be
reproduced with the lower order system of Navier–Stokes and
Fourier using higher order boundary conditions, many details of
the channel flow shown above are out of scope for NSF. The
temperature profile in NSF is a purely convex function with no
dip and no tendency to invert for higher Knudsen numbers. NSF is
also unable to predict the micro effects of parallel heat flux qx and
normal stresses �yy. Both quantities are identically zero in NSF
for all Knudsen numbers because there is no temperature gradient
in the x-direction and no velocity divergence.

Comparison with Ohwada et al. Ohwada et al. �34� computed
Poiseuille flow results based on the linearized Boltzmann equa-
tion. They gave field curves for velocity and parallel heat flux for
Kn=0.088, which are in good agreement with the R13 results and
corresponding DSMC above. Especially, the parallel heat flux
shows positive and negative values at this lower Knudsen number
identical to the curve in 6. Unfortunately, no other fields, for ex-
ample, temperature, are given in Ref. �34�.

6 Conclusions and Challenges
With these properties and features, the R13 equations must be

considered as the most successful continuum model for gas mi-
croflows. In contrast to direct simulations or molecular dynamics,
such a model gives valuable insight into physical effects by iden-
tifying effects inside equations. The application of the R13 equa-
tions to a wider variety of microflow problems is planned for the
future.

In spite of the success, the R13 equations face plenty of open
challenges. From the modeling point of view, extensions to mix-
tures and polyatomic gases are necessary. Some ideas for such
moment systems exist in the literature where internal energy vari-
ables and multiple species distribution functions are added to the
kinetic description. The regularized moment approach can be ap-
plied to these settings. The current R13 equations still exhibit loss
of hyperbolicity of the flux part, which leads to problems when
calculating high speed flows �see Ref. �31��. The development of
a globally hyperbolic flux for higher order moments is a long
standing open problem. Multidimensional simulations require
suitable numerical methods. Existing approaches such as those in
Ref. �31� or �21� need to be refined. For slow flows as in micro-
channels, the hybrid numerical methods that combine classical
incompressible simulation tools with compressible features caused
by rarefaction effects are needed.

Interesting problems to simulate with R13 are thermal creep
phenomena, for instance, in Knudsen pumps. Also, microcavity
flows such as those in Refs. �39,40� are important applications.
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Heat Transfer Predictions for
Micro-/Nanochannels at the
Atomistic Level Using Combined
Molecular Dynamics and Monte
Carlo Techniques
The thermal behavior of a gas confined between two parallel walls is investigated. Wall
effects such as hydrophobic or hydrophilic wall interactions are studied, and the effect on
the heat flux and other characteristic parameters such as density and temperature is
shown. For a dilute gas, the dependence on gas-wall interactions of the temperature
profile between the walls for the incident and reflected molecules is obtained using
molecular dynamics (MD). From these profiles, the effective accommodation coefficients
for different interactions and different mass fluid/wall ratio are derived. We show that
Monte Carlo (MC) with Maxwell boundary conditions based on the accommodation
coefficient gives good results for heat flux predictions when compared with pure molecu-
lar dynamics simulations. We use these effective coefficients to compute the heat flux
predictions for a dense gas using MD and MC with Maxwell-like boundary
conditions. �DOI: 10.1115/1.3056592�

Keywords: molecular dynamics, Monte Carlo simulations, heat transfer, gas-wall
interactions
Introduction
Heat transfer at the atomistic level is one of the most important

ssues within many application fields. One important application
s in microchannel cooling. As a lot of electronic components
roduce heat when operating, cooling these devices is essential for
he long lifetime of these components. These devices can be
ooled locally where the power is produced using a gas or fluid
ow through the microchannels. As these electronic components
ecome smaller and smaller �1� and produce relatively more
ower, new models for temperature and heat flux predictions are
ecessary.

Conventional approaches used to study heat flow range from
ontinuum to molecular techniques. Continuum represented by the
avier–Stokes equations breaks down when the size of these de-
ices decreases or when the flow becomes more dilute �2,3�. The
overning equation of the heat flow changes from Navier–Stokes
o Boltzmann equation. This equation involves molecular veloci-
ies instead of macroscopic properties. To solve this equation is
ery difficult since the number of independent variables contains
oth those of velocity and of physical space. The alternative is to
se particle simulation methods to study heat transfer in micro-/
anochannels, such as direct simulation Monte Carlo �DSMC� �2�
r molecular dynamics �MD� �4�.

Many studies have been made for analysis of rarefied gas flows
sing DSMC �5–8� and different boundary conditions were used
o represent the gas-solid interface �9–12�. These boundary con-
itions are crucial for heat predictions as the transport properties
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anochannels, Microchannels and Minichannels �ICNMM2007�, Puebla, Mexico,
une 18–20, 2007.
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of gases at the gas-solid interface can play a very important role in
the overall behavior of the channel. A lot of effort has been con-
centrated on studying the gas-surface interface. In most cases of
these analyses, a simplified boundary condition for reflected mol-
ecules at a solid surface has been used. This boundary condition
called diffuse reflection assumes that the reflected molecules are
completely accommodated with the wall surface and their velocity
distribution is given by the Maxwellian distribution with the wall
quantities. However, when the molecules have high energy, the
diffuse reflection is not applicable, and the scattered flux shows
preferred directions �e.g., specular ray direction� �13,14�.

Other Maxwell-type boundary conditions are based on the as-
sumption that a fraction �1−�� of molecules is reflected specular
from the surface, while � is re-emitted diffusely with Maxwell
distribution at wall conditions. � is called the accommodation
coefficient and is taken to be that of the tangential momentum or
of the energy of the molecules according to the flow situation
�15�. A more elaborated model was proposed by Cercignani and
Lampis �11� and developed by Lord �10�, and includes two pa-
rameters: one coefficient of the tangential momentum accommo-
dation parallel to the surface and one of energy accommodation
normal to the surface.

An alternative is to use MD, allowing for the simulation of both
wall, gas, and wall-gas interactions explicitly. The interaction of
monoatomic gas molecules with solid molecules by MD method
was studied by Wachman �9� and Matsui and Matsumoto �16�.
They all computed the behavior of reflection or adsorption of the
incident gas molecules, while Yamanishi and Matsumoto �17�
constructed a gas-surface interaction model by developing a mul-
tistage collision between molecules based on the analysis of MD.
Various other MD studies have been reported for specific gas-
solid and fluid-solid interfaces �18,19�.

In our previous work �20�, we used a MD approach to study the
wettability effect on heat and particle flow in nanochannels. The

results on the heat flux predictions of the particles sticking to the

MARCH 2009, Vol. 131 / 033104-109 by ASME
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all �attractive wall interactions� were given, showing that the
elevant parameter is the gas-wall interaction strength, whereas
as-gas is of much less importance on the resulting heat flux.
articles were selected according to their velocities in the fluxes
f particle going to the left �Vx�0, from the cold to the warm
all� and to the right �Vx�0, from the warm to the cold wall�. In

he gas-surface interface, these molecular fluxes correspond to the
ncident and reflected molecular fluxes.

To study the impact on the heat fluxes of gas-surface interac-
ions in realistic channels �microchannels� is computationally very
xpensive. The idea is to combine MD and MC to cover larger
ime and length scales. Hybrid methods are such techniques used
o study gas-surface interface using molecular dynamics and flow
egion with MC. These techniques are very accurate, but to simu-
ate the MD region taking into account explicitly the walls and the
uid in the surface region is still computationally very demanding.
reviously we have introduced a hybrid simulation approach com-
ining MD and MC simulations to study dense and dilute gases in
anochannels �21�. Yamamoto et al. �15� used another hybrid ap-
roach combining MD and DSMC for the motion of molecules
etween two walls and investigating the characteristics of the re-
ected Ni gas molecules at a Pt surface �15,22�. Based on their
esults on the observed trajectories of gas molecules, the gas mol-
cules bounce on the surface �once, twice, or many times�, and
ventually return. In some cases, the molecules are adsorbed on
he surface, and leave after a while. From the trajectories they
ould not deduce that the Maxwell-type distribution function con-
isting of the specular and diffuse reflections well describes the
istribution function of the reflected molecules, but the global
elocity is well described by this distribution if the accommoda-
ion coefficient involved is chosen properly. Based on this result,
e investigate the gas-surface interface for a gas confined be-

ween two parallel walls �20�, and we compute the accommoda-
ion coefficient for a dilute gas from a MD simulation with ex-
licit and different wall interactions �attractive and repulsive�.
lso the influence of the ratio between the mass of the wall mol-

cules and fluid molecules on the accommodation coefficient �
nd on the heat flux qx is shown. We then introduce these coeffi-
ients into a MC simulation based on Maxwell-type boundary
onditions. The temperature and density distributions of incident
nd reflected molecules are shown and the effect on the heat flux
s discussed.

Considering that each individual molecule is accommodated by
he wall during the collision with a factor depending only on the
nteraction strength �G-S between the gas molecule and wall mol-
cule, we extend these gas-wall characteristics to study the heat
ux predictions for denser gases in the channel. Thus, we transfer

he accommodation coefficients computed for dilute gas to study
eat flux in the microchannel for a dense gas and we accurately
ompute the enhanced collisions with the wall and in the wall
icinity. These accommodation coefficients are computed from
he temperature profiles of the dilute gas next to the wall boundary
nd used in a Maxwell-type boundary condition for a MC simu-
ation based on Enskog equation �5,23�. We compare the heat
uxes computed using the two approaches, MD and MC with
axwell-type boundary conditions based on �. In the end, effec-

ive values of � established confronting the MD qx results with a
ap of MC qx results for different accommodation coefficients are

nvestigated and compared with previously computed accommo-
ation coefficients. The differences in the heat flux predictions are
hown and explained.

The Physical Model
Our model to study the one-dimensional heat flow in a micro-

hannel consists of two parallel plates of length Ly at a distance Lx
part from each other and of gas molecules confined between
hese two walls. Both plates have their own temperature, T1 and
2, respectively, where this temperature is uniform on the plate

urface and constant in time, and T2 /T1=1 /2. The gas consists of

33104-2 / Vol. 131, MARCH 2009
spherical particles of diameter a and mass m, at temperature T.
The density of the gas can be expressed as n, being the number of
particles per unit of volume, or using a reduced density �, which
also takes the particle sizes into account and is related to the
number density as �=�na3 /6 �23�. The mean free path of the gas
particles is related to this reduced density. For a relatively dense
gas with �=0.1, the mean free path �=1 /�2�a3nY��� and the
molecular diameter a have the same order of magnitude. The Y���
factor is the pair correlation function at contact �5,23�. The dis-
tance Lx between the plates, in the x-direction, is always such that
both plates are only a few mean free paths apart. The walls can be
modeled explicitly �based on a MD model� or using boundary
conditions �Maxwell or Maxwell-like boundary conditions in a
MC model�. Two situations were considered: �a� a dilute gas con-
fined between the walls with the reduced density �=0.005 and
Lx=1.39�=32.0a, and �b� a dense gas with �=0.2 and Lx=95�
=46.9a.

In MD, the Lennard-Jones �LJ� potential is used to model the
interactions between the gas-gas, gas-wall, and wall-wall mol-
ecules �20�. As it is a generic system we are interested in and not
in one specific system, the Lennard-Jones potential serves our
purpose of studying the dependency of the accommodation coef-
ficient on the gas-wall interactions. This Lennard-Jones potentials
are especially appropriate for noble gases but it captures also the
essence of all systems and can thus in principle be used for metals
�24,25�. Of course, more realistic potential for metals are available
taking into account many-atom interactions but because LJ cap-
ture the essence of all systems and we are not directly interested in
one particular metal, this potential suffices for investigating the
problem we are interested in of modeling hydrophilic and hydro-
phobic wall interactions and study the thermal behavior in the
micro-/nanochannel.

The Lennard-Jones potential is given by the relation

VLJ = ���2RvdW

r
�12

− 2�2RvdW

r
�6	 �1�

where � is the interaction strength and RvdW is the van der Waals
radius, a measure of the particle size. In order to simulate hard-
sphere-like interactions using MD, truncated shifted Lennard-
Jones �tsLJ� potentials were used for the interactions between gas
molecules. This potential is defined as

VtsLJ = 
VLJ�r� − VLJ�rc� if r � rc

0 if r � rc
� �2�

where rc is the cut-off radius. This tsLJ is used to keep only the
repulsive contribution as a model for hard-sphere molecules. The
walls are kept together by a relatively strong interaction strength
�=6.0 in the LJ potential. The gas-wall interactions can be hydro-
philic �attractive� or hydrophobic �repulsive� wall interactions. At-
tractive wall interactions are modeled by LJ with � between 0.10
and 0.5, and repulsive wall interactions by tsLJ with �=1.0. A
figure of the potentials used in the simulations is given in Fig. 1.

Because we are not directly interested in one specific system,
but in the dependency of the accommodation coefficient on the
gas-wall interaction, the parameters used in our model are ex-
pressed in reduced units. The system consists of the following
reduced units: the unit for length 	�, the unit for mass m�, and the
unit for energy ��. Other units can be derived out of these choices
�4,20�. The two walls consisting of 18,000 particles each forming
a face centered cubic �fcc� lattice are placed in a box of size
95.0�
139.49�
139.49� in case �a� and in a box of size
1.39�
2.03�
2.03� in case �b�, and are separated from each
other in x-direction. For �=0.2, the ratio � /	=0.3362 and for �
=0.005, the ratio is � /	=23.0215. We name one wall warm �W�
and the other one cold �C�. The total number of gas particles in the
box in case �a� is 55,998 corresponding to a number density n0
=0.4	�−3 simulated, and 1300 corresponding to a number density

�−3
n0=0.01	 simulated. The temperature of the two plates can be
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ontrolled by coupling them to a heat bath. The mass and the size
f wall particles are taken as follows: m2=1m� and 	=1	�. The
ize for both type of particles �gas and wall� is 	 for this paper.
he mass of the gas varies in our simulations as a fraction of the
all mass: m1 /m2= 1

1 , m1 /m2= 1
2 , m1 /m2= 1

4 , and m1 /m2= 1
8 . Ev-

ry simulation, both MC and MD, consists of two parts. In the
rst part the system is run until equilibrium is reached, and in the
econd part the macroscopic quantities such as density, tempera-
ure, and heat flux profiles are obtained. These simulations consist
f 5,000,000 iterations and were executed on 8 CPUs of an AMD
thlon 1800+ Beowulf cluster.

Effective Accommodation Coefficients for a Dilute
as
Boundary conditions have a strong effect on transport proper-

ies and heat transfer in microchannels. Wettability and hydro-
hilic and hydrophobic surface effects need to be studied in detail
n molecular level as they have a strong impact on the heat flow
n systems and devices. As explained, MD simulations for such
arge systems are computationally not possible. With the approach
resented in this section we have the benefit that the accommoda-
ion coefficients �alpha� for the boundary conditions are computed
n molecular level reflecting thus the dependency of these bound-
ries on molecular properties such as ��G-S ,m1 /m2 ,T�. In this sec-
ion the dependency on �G-S and m1 /m2 �gas/wall mass ratio� is
hown. The Maxwell-like boundary conditions based on � derived
rom MD simulations can be used then to reproduce the correct
eat flux predictions and properties in the microchannel.

Thus, in Ref. �20�, we have seen that at low densities, density
eaks depending on the attractive gas-wall interaction potential
re present and that this effect is reflected in increased gradients in
he temperature near the wall interface. As a result of particles
ticking to the wall, their velocity is adapted much more to the
all temperature, such that the higher the attraction, the higher the
ifference in temperature between gas particles going to the left
impinging� and particles moving to the right �reflected�. We use

D with explicit wall interactions to get the temperature and
ensity profiles averaged over time of the particles moving from

-1

-0.5

0

0.5

1

0.5 1 1.5

ε
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V
LJ

hydropho
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=0.1

Fig. 1 Hydrophilic wall interactions mode
0.20, 0.50 and hydrophobic wall interacti
Jones with ε=1.0
he cold to the warm wall �C-W�, from the warm to the cold wall

ournal of Heat Transfer
�W-C�, and the profiles of the total temperature and number of
particles, as these properties change with the gas-wall interactions.
As a result of the MD simulations, we could see that there are
more particles going from the C to the W wall, than from the W to
the C wall for more attractive walls, and that the numbers are
almost equal for repulsive wall interactions. The reason for this is
that the warm particles move faster than the cold particles. Thus,
it takes longer for particles to move from the cold to the warm
wall than from the warm to the cold wall and this results then in
more particles moving toward the warm wall. With other words,
because total flow in both directions is constant at equilibrium,
this results in less warm particles and more cold particles moving
toward the warm wall. The slopes of these profiles in the channel
vary with the gas-surface interaction strength, �G-S, and peaks are
present in the temperature and density profiles when increasing
�G-S.

The higher the slope in T next to the wall, the higher the ther-
mal accommodation at the wall and the effective accommodation
coefficient � based on the temperature of the incident and re-
flected molecules in the immediate vicinity of the wall can be
computed �see Fig. 2�. The high peaks correspond to the layer of
particles adsorbed or sticking to the wall, and higher peaks deter-
mine increased � reflected also in the T slopes.

As already stated, we define the effective accommodation co-
efficient based on T as

� = �Tin − Tout�/�Tin − TS�

where Tin is the temperature of the particles moving toward the
wall �incident�, Tout is the temperature of particles leaving the wall
�reflected�, and TS is the temperature of the considered wall sur-
face. We can compute all the �’s from the MD temperature
profiles for different G-S interactions �attractive: LJ �
=0.10,0.25,0.5, and repulsive: tsLJ �=1.0—see columns 1 and 2
of Table 1�.

With the newly computed � for each �, we can compute the
heat fluxes between the walls using MC with Maxwell-like
boundary conditions �BCs� based on � �15�. The values for � are
found in Table 1 �column 1� where we can also compare the heat

2 2.5 3

c

philic

=0.25, LJ
=0.50, LJ

tsLJ

, LJ

by Lennard-Jones potential with ε=0.10,
modeled by truncated shifted Lennard-
S

−S

x
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,

0
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predictions from pure MD �column 3�, MC with Maxwell �last
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ow�, and MC with Maxwell-like BCs based on � �column 4�.
rom this table we see that the � accommodation coefficients
omputed from the temperature profiles in MD simulations give
etter heat flux predictions in MC simulations when used in
axwell-like BCs based on the accommodation coefficient � than

he pure Maxwell BCs ��=1.0�. For example, for hydrophilic wall
nteractions �LJ=0.25�, MD predicts qx=0.00087��� / �	�2��� and
=0.25 from the temperature profiles of the impinging and re-
ected molecules. MC with Maxwell-like BCs with �=0.25 pre-
icts the heat flux qx=0.00232��� / �	�2���, which is 2.6 times the
orrect MD heat flux predictions. Quantitative support for the de-
iations of the combined diffusive-specular boundary conditions
rom the pure Maxwell can also be seen in Figs. 3 and 4, where
he profiles for the total temperature, and temperature of imping-
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Fig. 2 „a… MD results for the temperature of particles going
of particles going to the right wall „warm-cold…. „c… MD results
results are for a dilute gas with �=0.005.

able 1 Heat fluxes using MD and MC with Maxwell-like
oundary conditions based on the accommodation coefficient
. A dilute gas was considered with �=0.005. Column 1 con-

ains the gas-wall interaction strength for the LJ potential, col-
mn 2 contains the accommodation coefficient for each inter-
ction, and columns 3 and 4 contain the MD and MC heat
redictions.

D � MD qx MC qx

sLJ 1.0 0.14 0.00046 0.00025
J 0.10 0.12 0.00047 0.00021
J 0.25 0.25 0.00087 0.00070
J 0.50 0.58 0.00124 0.00119

1.0 0.00232
33104-4 / Vol. 131, MARCH 2009
ing and of reflected molecules can be compared using pure Max-
well boundary conditions, combined diffusive-reflective
�Maxwell-like based on an accommodation coefficient ��, and
explicit MD wall boundary conditions.

We analyze how the profiles of the total temperature and tem-
perature profiles of particles moving toward and from the wall
change depending on the wall properties from Maxwell to
Maxwell-type based on �, when compared with the MD profiles.

In Fig. 3 we see that the total T profiles have the same slope as
MD when Maxwell-type BCs are used. Figure 3 shows also that
MD and MC Maxwell-type based on � get closer to MC Maxwell
predictions for higher values of �, while at lower �, the slopes are
very much different. MD and MC �Maxwell-� based� are on the
other side in very good agreement. To analyze the accommodation
coefficient we study the behavior of the incident and reflected
molecules to the wall. From the MD simulations we see that the
number of molecules going from the W-C wall is smaller than the
number of molecules going from the C to the W wall and they
become equal for a lower �. The reason for this is that warm
particles move faster than the cold particles. Because total flow in
both directions is constant at equilibrium, this results in less warm
particles and more particles moving toward the warm wall. Also,
the higher the �, the better the agreement with Maxwell predic-
tions. From the results of these temperature profiles from the C to
the W and from the W to the C wall in Fig. 4, we have already
computed the accommodation coefficients based on the MD re-
sults in Table 1.

Computing � from the T profiles next to the wall for high �’s
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old wall and due to the shifted bulk temperature value in MC
hen compared with MD, caused by the fact that MC cannot
redict the increased peaks near the wall.

That is why, in order to predict accurately �, a map is given in
ig. 5. In this map, for a certain heat flux prediction in MD, we
an get the effective value of the � coefficient from the MC heat
ux predictions with Maxwell-like BC function on the accommo-
ation coefficient �. The � values measured from the temperature
D profiles, for the four values of � used until now for the gas-
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wall interactions, are plotted also in Fig. 5 and show good agree-
ment with the map. For lower values of �, the prediction is a bit
lower due to higher statistical error in this case.

Table 2 shows the average number of particles, n, and average
temperature T of particles going to the left �cold-warm� and to the
right �warm-cold�, using MD, MC with Maxwell-like BC based
on �, and MC with fully accommodating walls ��=1�. We see
also from these measurements that the density and temperature of
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ncident and reflected fluxes of molecules correspond very well
or lower �. At higher values of �, the clustering next to the wall
ecomes important and large differences between the fluxes of
articles and their T are registered when comparing MD with MC
ncluding Maxwell-like BCs based on � accommodation coeffi-
ient. This � is then one simple way to characterize the wall-gas
nterface at the immediate boundary but it is not able to predict the
nfluence of the local effects in the wall vicinity.

We also looked at the dependency of the MD heat flux predic-
ions on the molecular fluid/wall mass ratio. As we can see in Fig.
, the heat flux qx increases with decreasing mass ratio. The val-
es of the heat fluxes on different mass ratios are shown in Table
. The physical explanation for an increasing heat flux with de-
reasing mass ratio is the fact that for smaller masses of the gas,
he gas particles move faster. This dependence of the mass ratio is
iven also by the Bird formula for the heat flux between a cold
nd a warm wall in case of a free molecular flow �2�. In the plots
n Fig. 6, the deviations for the MD results for the total heat flux
ear the wall are caused because the interaction with the walls is
ot taken into account in the calculation of the heat flux. The
alues considered in the heat flux comparisons in the paper are the
pace averaged values for the middle of the channel.

The values of the accommodation coefficients � for different
ass ratios and different wall interactions with the wall ��G-S� can

e derived from the temperature profile from Fig. 7. The accom-
odation coefficients vary with � and mass such that at low val-

es of � �e.g., �=0.10�, the mass ratio does not influence � and
as values around 0.14. For higher values of � �e.g., �=0.25�, �
as almost the same value for mass ratios 1.0 ��=0.35� and 0.125
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q
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MCMD

ig. 5 MC heat flux predictions as a function of accommoda-
ion coefficient � „Maxwell-type boundary conditions… with con-
inuous lines. Comparison with MD heat prediction „points… for
ifferent gas-wall interactions „εLJ=0.10, εLJ=0.25, εLJ=0.5, and
tsLJ=1.0…. The results are reported for a dilute gas with �
0.005.

able 2 Average density and temperature of the particles goin
o the cold wall „NC-W ,TC-W…, using MD, MC with Maxwell-like b
onditions „�=1…. Density is normalized with the reference den
all…, and �=0.005.

MD

NC-W TC-W NW-C TW-C NC-W

sLJ 1.0 0.50 0.71 0.49 0.75 0.50
J 0.10 0.51 0.71 0.48 0.75 0.50
J 0.25 0.51 0.68 0.48 0.77 0.51
J 0.50 0.52 0.62 0.47 0.80 0.52
33104-6 / Vol. 131, MARCH 2009
��=0.32�, but has higher values for mass ratios 0.25 and 0.5 ��
=0.44�. For very attractive walls ��=0.5�, � has the lowest value
for mass ratio 0.125 ��=0.46�, followed by the case with mass
ratio 1.0 ��=0.58�, and the same value for both mass ratios 0.25
and 0.5 ��=0.64�. It is interesting to see that for more attractive
walls, � for mass ratio 1.0 is always higher than the value for
mass ratio 0.125, but lower than for 0.25 and 0.5. For repulsive
walls, accommodation coefficient � is higher �0.2� for mass ratio
1.0 than for the other mass ratios 0.125, 0.25, and 0.5 ��=0.1�.

4 Using the Effective Accommodation Coefficient for
the Heat Flux Predictions for a Dense Gas

Assuming that the computed � for different gas-wall interac-
tions ��G-S� in the MD model is a characteristic of the wall-gas
interface, we use these effective values of the accommodation
coefficient � to compute the heat flux of a dense gas between the
two walls at different temperatures.

First we determine the heat flux qx in a channel with wall sepa-
ration Lx=95� and �=0.2, for different wall-gas and gas-gas in-
teractions. The results in Table 4 show that the gas-gas interac-
tions become important, such that the higher the �G-G, the lower
the heat flux. When walls are very attractive, the role of gas-gas
interactions becomes less important.

We compute the heat flux predictions in a dense gas with �
=0.2 from MC simulations with Maxwell-type BCs based on the
effective � coefficient transferred from the gas-surface interface
of a dilute gas, and we compare with MD results in the case when
gas-gas interactions are considered hard-sphere �tsLJ�. We see that
these values are closer to MD results than MC heat predictions

rom the cold to the warm wall „NC-W ,TC-W…, and from the warm
ndary conditions based on �, and MC with Maxwell boundary

n0=0.01 and temperature with T0=T2 „temperature of the cold

C-Max ��� MC-Max ��=1�

-W NW-C TW-C NC-W TC-W NW-C TW-C

2 0.49 0.75 0.52 0.64 0.47 0.82
2 0.49 0.75
9 0.48 0.77
6 0.47 0.80
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Fig. 6 MD heat flux profiles averaged in time for different fluid/
wall mass ratios. From the bottom to the top are the heat flux
lines for mass ratios 1
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4 , and 1
8. The results are for a dilute
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ith Maxwell BCs ��=1�, especially for the hydrophobic wall
nteractions �small ��. For attractive walls, even though better
esults are predicted than MC based on Maxwell BCs ��=1�, the
eviations are larger due to the overlapping of attractive walls and
lustering effect �see Table 5�.

Conclusions
In this paper, MD simulation including explicit walls were con-

ucted to study the gas-surface interface, and to compute the ef-
ective accommodation coefficients to be used as boundary con-
itions in MC simulations. The dependence of heat flux
redictions and accommodation coefficients on the wall properties
attractive and repulsive� and on the molecular fluid/wall ratio is
hown and an effective map of the MC heat flux values depending
n the generic accommodation coefficient is given. Confronting

able 3 Average heat flux for different molecular fluid/wall
ass ratios m1 /m2, for a dilute gas with �=0.005 and εG−S
0.50
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Fig. 7 Time average of the MD temperature profiles of part
for different mass ratios and ε: „a… m1 /m2= 1

1 , 1
2 , 1

4 , 1
8 and εLJ=

1 1 1 1

εLJ=0.50, and „d… m1 /m2= 1 , 2 , 4 , 8 and εtsLJ=1.0. All the results

ournal of Heat Transfer
this map with the MD heat flux predictions, the effective accom-
modation coefficients that predict the same qx in MD as well as in
MC were found. These effective values for accommodation coef-
ficients are computed for a dilute gas-surface interface and are
transferred then to the MC simulation of a dense gas in a
nanochannel. The MC heat flux results using these coefficients
were compared with the MD heat predictions. Even though better
results are registered compared with other boundary conditions,
still large deviations are registered due to the overlapping effect of
attractive/clustering next to the wall in the case of a dense gas in
the nanochannel such that � cannot be simply transferred.
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0, „b… m1 /m2= 1
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Table 4 Heat flux using MD with different wall-gas and gas-gas
LJ interaction potentials, for a dense gas with �=0.2. The col-
umns stand for the wall-gas interactions and the rows for the
gas-gas interactions.

G-W

tsLJ 1.0 LJ 0.10 LJ 0.25 LJ 0.50

G-G tsLJ 1.0 0.015 0.014 0.016 0.017
LJ 0.10 0.012 0.011 0.014 0.015
LJ 0.25 0.012 0.011 0.0135 0.016
LJ 0.50 0.009 0.009 0.012 0.016
(

(

icle
0.1
are for a dilute gas with �=0.005.
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Semiconductor Thin Films
Combined With Metallic Grating
for Selective Improvement of
Thermal Radiative
Absorption/Emission
We propose in this work a structure of semiconductor thin films combined with a one-
dimensional metallic grating, which allows for selective improvement of thermal radia-
tive absorptivity (also emissivity) of the structure. Both shallow and deep gratings are
considered in this work. Our numerical results obtained with a 2D rigorous coupled-
wave analysis algorithm demonstrate that the proposed structure exhibits enhanced spec-
tral absorptivity for photon energy slightly above the gap energy of the semiconductor
(silicon in this work). Furthermore, the selectively improved absorptivity can be obtained
in a wide range of incidence angles. As such, much smaller thickness of the semiconduc-
tor layer is required to absorb the same amount of high energy photons than in a
conventional Si-based photovoltaic device. In addition, absorptivity for low energy pho-
tons in the new structure is lower due to the smaller semiconductor layer thickness.
Therefore, the new structure may have potential applications in energy conversion
devices. �DOI: 10.1115/1.3056599�

Keywords: grating, rigorous coupled-wave analysis, absorptivity, surface polariton, mi-
crocavity mode
Introduction
Structured materials and materials with surface microstructures,

uch as photonic crystals �PCs�, multilayered thin films, and ma-
erials with surface gratings, have been shown to have signifi-
antly different optical and thermal properties compared with bulk
aterials �1�. The rapid development of micro-/nanoscience and

echnology in the past two decades has made it possible to fabri-
ate such kinds of materials for applications of different purposes
uch as thermophotovoltaic �TPV� devices and coherent thermal
mission sources �2–17�. PCs �2–6� were shown to be able to
uppress thermal emission in the forbidden gap and enhance ther-
al emission near the gap edge. Therefore, PCs have the advan-

age to manipulate their thermal emission spectra by changing
heir composing constituents and geometry, which makes them
ery good candidates for use as the emitter of a TPV system. But
hallenges also exist in fabricating PCs especially of two dimen-
ions and three dimensions for applications in the near infrared
egion. Materials with surface relief gratings �7–17� have been
hown to be able to selectively improve the thermal emissivity
ue to excitation of surface polaritons or microcavity effect. Im-
roved thermal emissivity resulting from excitation of surface po-
aritons �SPs� may be highly emission angle-dependent while that
ue to microcavity effect is angle-independent �13�. Thus, selec-
ive improvement of thermal emissivity due to microcavity effect
s more appropriate for application in TPV devices while that
ighly angle-dependent is suitable for use in coherent thermal
mission sources. Regardless of all these properties, grating struc-
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tures previously studied for selective improvement of thermal ra-
diative emission are ruled on the top surface of a material and are
primarily considered for use as thermal radiators. No research has
been conducted to study the thermal properties of structures with
a grating sandwiched between different materials. On the other
hand, such kind of structures may be applied as not only the
emitter, but also the receiver in energy conversion devices.

In this work, we propose a structure of semiconductor thin films
combined with a 1D metallic grating for selective improvement of
thermal radiative absorption/emission. The purpose of selecting a
semiconductor in the proposed structure is twofold: The new
structure may not only be used as an emitter, but also as a receiver
in energy conversion devices. Both shallow and deep gratings are
considered in our work. We numerically calculate the absorptivity
of the structure using a 2D rigorous coupled-wave analysis
�RCWA� algorithm. The emissivity can be obtained from Kirch-
hoff’s law. Our simulation results show that improved absorptivity
of the structure for photon energy slightly higher than the semi-
conductor gap energy can be achieved using both shallow and
deep gratings. Furthermore, the selectively improved absorptivity
can be obtained in a wide range of incidence angles. As a result,
much smaller thickness of the semiconductor layer is required to
absorb the same amount of high energy photons than in a conven-
tional Si-based photovoltaic device. In addition, absorptivity for
low energy photons in the new structure is lower due to the
smaller semiconductor layer thickness. Therefore, the new struc-
ture may have potential applications in energy conversion devices.

2 Analysis
The proposed structure is schematically shown in Fig. 1. For

demonstrative purposes, we assume in this work that the metallic
grating is one dimensional and is made of silver. The semiconduc-
tor thin film of thickness d2 on top of the grating is silicon �Si�.

The grating has a period of � and a depth of d3, and f is the filling
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atio such that f� over a complete period of the grating is occu-
ied by silver and �1− f�� is occupied by Si. The SiO2 thin film of
hickness d1 on top of the Si layer is used as an antireflection layer
n this work. Note that this proposed structure is similar to a
i-based solar cell if the grating is not present. The z-axis of the
oordinates is assumed vertically downward along the direction of
he surface normal and the x-y plane is parallel to the surface. The
tructure is placed in air or vacuum and its lateral extension is
ssumed to be infinite. When a plane wave is incident on the
urface of the antireflection layer, if the depth of the grating d3 is
ero or the filling ratio f is equal to one or zero, all the interfaces
f the structure are flat and the conventional thin film optics for-
ulas �18,19� can be used to calculate the thermal radiative prop-

rties of the structure. But if d3 is nonzero and f is not equal to
ne or zero, the conventional thin film optics formulas are inap-
licable. The RCWA method is employed in this work to study the
hermal radiative properties of the structure. This method is a
ell-developed algorithm for analyzing wave scattering by grat-

ngs �20–23� and will not be discussed here. As for the structure
hown in Fig. 1, each layer can be taken as a grating with period
. But the filling ratio for the two top layers and the silver layer of

hickness d4 is equal to 1. It should be noted that the above-
entioned absorptivity is actually termed spectral, directional ab-

orptivity, but the two prefixed adjectives will be omitted through-
ut the paper for brevity. The emissivity of the structure is simply
qual to the absorptivity of the same according to Kirchhoff’s law
nd thus only the absorptivity needs to be considered below. Fur-
hermore, we assume plane wave incidence of s- and
-polarizations, and the electromagnetic fields are independent of

he y variable. Therefore, the problem is a two-dimensional prob-
em.

Results and Discussion
In our simulations the dielectric constants of Si, SiO2 �glass�,

nd silver are taken from Ref. �24�. For comparison, we consider
ve cases of the proposed structure with the feature dimensions of
ach case listed in Table 1. But in order to verify that our RCWA
odes are correct, we first calculate the diffraction efficiency of an
symmetric sawtoothlike grating. The grating �refractive index n
2.04� is a 15-layer stairstep with a step width of 1/16 of the
rating period and a layer of 1/15 of the total depth of the struc-
ure. The calculated first-order transmissivity of the structure ver-
us the grating depth up to five wavelengths is plotted in Fig. 2�a�

ig. 1 Schematic of the proposed structure, also shown are
he relative orientations of the electric field vector E, magnetic
eld vector H, and wave vector k

Table 1 Feature dimensions of

d1
��m�

d2
��m�

Case 1 0 250
Case 2 0.1 250
Case 3 0.1 54
Case 4 0.1 54
Case 5 0.1 54
33105-2 / Vol. 131, MARCH 2009
for incidence angle �=10 deg and compared with published re-
sults �22�. It can be seen that for both polarizations, our results
�curves� agree exactly with the published results �markers�. Sec-
ond, we assume that the grating depth d3 of the proposed structure
equals zero such that the interface between Si and silver is flat
�i.e., Cases 1, 2, and 4 in Table 1�. The thermal radiative proper-
ties of such a multilayered structure with flat interfaces can readily
be obtained using the formulas of thin film optics �18,19�. Figure
2�b� compares the frequency-dependent absorptivity of Cases 1
and 2 for plane waves at normal incidence calculated with the
formulas of thin film optics and the RCWA method. The solid
curves are the results calculated with the RCWA method and the
dots correspond to the results calculated with the formulas of thin
film optics. It is clear that the results obtained from the two meth-
ods are in excellent agreement, verifying the applicability and
correctness of our codes.

structure studied in this work

�
�

��m� f
d4

��m�

— — 2.5
— — 2.5

3 0.25 0.25 2.5
— — 2.5

0.25 0.25 2.5

Fig. 2 „a… Comparison of the calculated first-order transmis-
sivity „curves… of a sawtoothlike dielectric grating with pub-
lished results „markers…; „b… comparison of the calculated ab-
sorptivity of the proposed structure for normal incidence by
the RCWA method „solid curves… and by the formulas of thin
film optics „dots… when d3=0
the

d3
��m

0
0
0.0
0
2.5
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From Fig. 2�b�, the antireflection coating is advantageous to
mproving the absorptivity for wavelength less than 1 �m. The
bsorptivity drops abruptly around �=1 �m, resulting in very
ow absorptivity at the edge of the energy gap �corresponding to a
avelength of 1.1 �m at room temperature�. According to the
rinciples of photoelectric energy conversion �25�, it is desirable
or the Si layer to have absorptivity of unity for photons with
nergy higher than the gap energy and zero absorptivity for pho-
ons with energy lower than the gap energy. This is, however,
mpossible in reality. Especially, the extinction coefficient of Si is
o small for photons with energy slightly above the gap energy
hat the Si layer in conventional Si-based photovoltaic devices is
sually made 200–400 �m thick in order to absorb as many pho-
ons transmitted into it with energy higher than the gap energy as
ossible. On the other hand, absorption of photons with energy
ower than the gap energy may also increase in a thick Si layer, as
an be seen in Fig. 2�b� where the Si layer thickness is taken to be
50 �m. However, these low energy photons can only add to heat
issipation and are not desired in energy conversion systems
5,25�. Therefore, techniques that can improve selectively the ab-
orptivity of the Si layer for photon energy slightly above the gap
nergy will help to reduce the Si layer thickness as well as the
bsorption of low energy photons in the Si layer. We will inves-
igate the possibility for selectively improving the absorptivity of
he structure in the presence of a grating at the interface of Si and
ilver layers. A shallow grating case and a deep grating case will
e considered separately.

3.1 Shallow Grating. The structure with a shallow grating
as feature dimensions given in Table 1 as Case 3 �the values of
3, �, and f are chosen to have optimized results in our calcula-
ions, thus representing optimized parameters of the grating�. Note
hat the Si layer thickness in Case 3 is roughly only one-fifth of
hat in Case 2. Its calculated absorptivity for a plane wave of
-polarization �i.e., the magnetic field parallel to the groove of the
rating� at normal incidence is shown in Fig. 3�a�, wherein the
orresponding result for Case 2 is also shown for comparison.
nterestingly, it can be seen that the absorptivity of the structure
round the Si energy gap edge is greatly enhanced when the grat-
ng is present though the thickness of the Si layer is much less
han that in Case 2. On the other hand, the value of the absorp-
ivity is smaller than that of Case 2 in the longer wavelength
egion. Furthermore, the two curves merge together when �

0.8 �m, showing that the presence of the grating does not af-
ect the absorptivity of the structure. This is because the penetra-
ion depth of Si for ��0.8 �m is smaller than 12.7 �m so that
hermal radiation wave in the Si layer can be completely absorbed
efore it can touch the grating. For verification, we also calculate
he absorptivity of Case 4 and the result is also plotted in Fig.
�a�. Clearly, this curve merges with the other curves when � is
maller than 0.8 �m. The absorptivity of this case is essentially
ower than that with a shallow grating at longer wavelengths and
he peak at ��0.95 �m is due to wave interference in the Si
ayer. Plotted in Fig. 3�b� is the absorptivity of Case 3 for inci-
ence angles equal to 30 deg and 60 deg, respectively. Enhanced
bsorptivity can be found to persist around the gap edge of Si
hile the absorptivity at longer wavelengths keeps at low values.
In order to get better insight into the phenomenon, we fix �

1.033 �m, which is slightly shorter than the gap wavelength
.1 �m, and calculate the absorptivity of Cases 2–4 as a function
f �, respectively. The results are shown in Fig. 4. Obviously, the
resence of the grating can greatly enhance the absorptivity of the
tructure over a wide range of incidence angles such that the ab-
orptivity of Case 3 is better than that of Case 2 and is much better
han that of Case 4. The many peaks in curves of Cases 2 and 4
re caused by wave interference effect. However, the peaks in the
urve of Case 3 result from different mechanisms, namely, exci-
ation of SPs, wave interference, and interactions of multiple-

rder diffracted waves as will be discussed in detail below.

ournal of Heat Transfer
SPs are surface electromagnetic waves that originate from reso-
nant movement of charged particles at the interface between two
different media and propagate along the interface with the field
amplitudes decaying exponentially away from the interface �12�.
Only p-polarized SPs can be excited for naturally occurred mate-
rials and the excitation of SPs at the interface between two differ-
ent media requires that the real parts of the two media’s dielectric
constants have opposite signs �assume their imaginary parts are
negligibly small� and satisfy the following relation �10�:

Fig. 3 „a… Calculated absorptivity of the structure at normal
incidence for Cases 2–4 listed in Table 1; „b… calculated absorp-
tivity of the structure at incidence angles equal to 30 deg and
60 deg, respectively, for Case 3

Fig. 4 Calculated absorptivity of the structure as a function of
incidence angle at wavelength �=1.033 �m for Cases 2 „dot-

ted…, 3 „solid…, and 4 „dashed…, respectively

MARCH 2009, Vol. 131 / 033105-3
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k1z

�1
+

k2z

�2
= 0 �1�

ere, �1 and �2 are, respectively, the dielectric constants of the
wo media and are real numbers, and k1z=��1k2−kx

2 and k2z��2k2−kx
2, where kx denotes wave vector of the electromagnetic

urface wave. According to the dielectric constant data of silver
rom Ref. �24�, the real part of the silver’s dielectric constant is
egative for 0.17 �m���0.27 �m and ��0.33 �m. There-
ore, it is possible to excite SPs at the interface between silver and
ir �vacuum� up to frequencies in the ultraviolet and optical re-
ions when Eq. �1� is satisfied. The dotted curve in Fig. 5 shows
he dispersion relation of SPs excited at a flat interface between
ilver and air. The dashed curve �I� corresponds to the dispersion
elation of light traveling in air. The dotted curve asymptotically
pproaches an angular frequency �=5.6	1015 rad /s, which cor-
esponds to a wavelength of 0.3 �m. The solid curve in Fig. 5 is
he dispersion relation of SPs excited at a flat interface between
ilver and Si and the dashed curve �II� is the corresponding dis-
ersion relation of light traveling in Si. The whole solid curve is
ocated below the dotted curve and asymptotically approaches an
ngular frequency �=3.0	1015 rad /s �i.e., �=0.63 �m�. In ad-
ition, the solid curve is much flatter than the dotted curve in the
ptical and near infrared regions so that SPs excited at the Si/
ilver interface is more angle-independent than at the air/silver
nterface. Note that SPs may be excited at longer wavelengths, but
he loss in silver may deteriorate the SP effect. Note also that
eavily doped Si grating alone can achieve selectively improved
hermal radiative absorption/emission in the mid-infrared region
7,10�, which is not suitable for applications in optical and near
nfrared regions.

The dotted and solid curves in Fig. 5 are located, respectively,
o the right of the dashed curves �I� and �II�, indicating that SPs
annot be excited at a flat interface directly by radiative waves �9�.
ith grating structure, radiative waves can be diffracted by the

rating and the diffracted wave vectors can match the wave vec-
ors of SPs, resulting in SP excitations. In other words, SPs can be
xcited if the incident wave vector k and the SP wave vector kx
atisfy the grating equation �9�

kx = k sin � + j
2


�
�2�

here � is the angle of incidence and j is an integer. In order to
erify the above analysis, we calculate the electromagnetic field

ig. 5 The dispersion curves of SPs at the interface between
ilicon and silver „solid… and between vacuum and silver „dot-
ed…. The dashed curves „I… and „II… are, respectively, the disper-
ion curves for light propagating in vacuum and silicon.
istribution in the Si layer of Case 3 for a p-polarized plane wave

33105-4 / Vol. 131, MARCH 2009
of �=1.033 �m at normal incidence. The amplitude distribution
of the magnetic field in the Si layer is plotted in Fig. 6�a�. A very
large field amplitude can be clearly seen in the vicinity of the
grating, which is the signature of SP excitations. The field ampli-
tude oscillation along the z-axis direction is due to wave interfer-
ence effect in the Si layer. It should be noted that with normal
incidence �=0 deg, the excited SP wave vector kx can be ob-
tained from Eq. �2� to be 25.13 �m−1 with j=1, which corre-
sponds to �=1.824	1015 rad /s from the dispersion curve in Fig.
5. On the other hand, the corresponding angular frequency for �
=1.033 �m is equal to �=1.825	1015 rad /s, which is in excel-
lent agreement with that obtained from the dispersion curve. Fur-
thermore, since the dispersion curve is relatively flat near wave-
length �=1.033 �m and the variation of the tangential wave
vector is not large when the incidence angle changes from 0 deg
to 90 deg, the absorptivity is still high at oblique incidence. But
the field amplitude distribution may be very different. The refrac-
tive index n of Si at �=1.033 �m is equal to 3.56 �24�, which
means the wavelength in Si is � /n=0.29 �m. Assuming � as the
angle of diffraction from the grating, Eq. �2� can be rewritten as

sin � =
sin �

n
+

j�

n�
�3�

Therefore, it can be derived from Eq. �3� that at normal incidence
��=0 deg� only the zero-order �j=0� diffracted wave is propagat-
ing wave, and the others are all evanescent waves. However, as �
is greater than 35 deg, both the 0-order and �1-order diffracted
waves are propagating, resulting in very complicated wave inter-
actions in the Si layer. Figure 6�b� shows the amplitude distribu-
tion of the magnetic field �p-polarized wave� in the Si layer when

Fig. 6 Magnetic field amplitude distributions in the silicon
layer of Case 3 for „a… �=0 deg and „b… �=36 deg; a very large
field amplitude can be seen in the region close to the grating in
both figures, but the field amplitude distribution in „b… is much
more complicated compared with that in „a…
the incidence angle �=36 deg. It can be seen that a very large

Transactions of the ASME
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eld amplitude still exists in the vicinity of the grating. But the
eld amplitude distribution in the x- and z-directions is much
ore complicated than that in Fig. 6�a�, which is caused by the

nteractions of the 0-order and �1-order diffracted waves and
ave interference effect in the Si layer.
We emphasize here that excitation of SPs to enhance thermal

adiative absorption in the proposed structure is only possible for
ncidence of p-polarized wave since naturally occurred materials
o not support SPs of s-polarization �9�. To clearly demonstrate
his property, we also calculate the absorptivity of Cases 3 and 4
or incidence of s-polarization versus the incidence angle �. The
esults plotted in Fig. 7 indicate that the absorptivity does not
mprove appreciably with the shallow grating; only the peaks have
slight shift toward a larger incidence angle.

3.2 Deep Grating. As the grating becomes deep, however,
he situation is different compared with the case of shallow grat-
ng, i.e., Case 3. The grating depth in Case 5 is taken to be
.5 �m while the other feature dimensions are the same as in
ase 3, that is, the ratio of d3 /� is equal to 10. We calculate the
bsorptivity of Case 5 for normal incidence of s- and p-polarized
lane waves as functions of the incidence wavelength �. The re-
ults are plotted in Fig. 8 in which the corresponding result of
ase 2 is also shown for comparison. It is interesting to find that

he absorptivity around the Si gap edge is greatly enhanced for
oth s- and p-polarized waves of incidence in the presence of
eep grating though the thickness of the Si layer is much smaller
han that in Case 2. In order to see the absorptivity enhancement
or wavelength of incidence slightly shorter than the Si gap wave-

ig. 7 Absorptivity of Case 3 „with grating… and Case 4 „with-
ut grating… for incidence of s-polarization versus the inci-
ence angle �

ig. 8 Calculated absorptivity of Case 5 compared with that of

ase 2 for plane wave at normal incidence

ournal of Heat Transfer
length at different incidence angles, we again fix �=1.033 �m
and calculate the absorptivity of Cases 4 and 5 versus the inci-
dence angle �. The results are shown in Figs. 9�a� and 9�b� for s-
and p-polarized plane waves, respectively. It can be seen that the
absorptivity enhancement can be achieved at virtually any angle
of incidence for both s- and p-polarizations by employing the
deep grating. Though not shown here, we have checked that the
absorptivity of Case 5 at �=1.033 �m is better than that of Case
2 for both polarizations.

The mechanism for the selective improvement of thermal radia-
tive absorption in Case 5 cannot be simply explained as the result
of SP excitations, since the improvement is achieved for both
polarizations. In order to investigate the mechanism for the ab-
sorptivity improvement, we calculate the electromagnetic fields
inside the Si layer and the grating region for plane wave of �
=1.033 �m at normal incidence. The electric field amplitude dis-
tribution in part of the Si layer and the grating region for
s-polarization is shown in Fig. 10�a�. It can be seen that the elec-
tric field amplitude in the grating region has distinct characteris-
tics compared with that in the Si layer in that it is almost confined
in the grooves of the grating �i.e., the space occupied by Si�.
Furthermore, the electric field amplitude distribution in the grating
region is plotted separately in Fig. 10�b�, which indicates a series
of alternating peaks and valleys in the direction of the grating
depth and is similar to the electric field in a microcavity. This is
termed the microcavity mode excitation �7,13�. Figures 10�c� and
10�d� are the corresponding energy flux �i.e., the z-component of
the Poynting vector� distributions. The energy flux decreases very
slowly in the Si layer, indicating weak absorption wherein. How-
ever, as is clearly shown in Fig. 10�d�, the absorption in the
grooves of the gating is so strong that the energy flux is almost

Fig. 9 Comparison of absorptivity of Case 5 to that of Case 4
at wavelength �=1.033 �m and various incidence angles: „a…
s-polarization and „b… p-polarization
zero at the bottom of grooves. Similar phenomenon can be ob-

MARCH 2009, Vol. 131 / 033105-5
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erved for incidence at different angles. Therefore, we conclude
hat the enhanced absorption in the structure is facilitated by the
xcitation of microcavity modes for incidence of s-polarization. In
he case of p-polarization, however, extra phenomenon can be
bserved. The magnetic field and energy flux in the Si layer and
he grating region for a p-polarized plane wave incident at �
8 deg are calculated and the results are shown in Fig. 11. It can
e seen from Figs. 11�a� and 11�b� that, similar to Fig. 6, a very
arge magnetic field amplitude is localized at the top and bottom
dges of the grating, which is caused by SP excitations. On the
ther hand, the magnetic field distribution in the grooves of the
rating also exhibits the characteristics of microcavity modes, in-
icating excitations of microcavity modes in the grooves. From
he energy flux shown in Figs. 11�c� and 11�d�, one finds that
nergy absorption in the grooves of the grating is greatly en-
anced with the excitations of SPs and microcavity modes.

It deserves to be noted that the grooves are too shallow for
icrocavity modes to be excited in Case 3 discussed above, and

he energy absorbed in the grooves is negligibly small. In this
ase, though not shown here, large absorption is in the ridges of
he grating when SPs are excited. This is different from the case of
eep grating. In addition, the above discussion is true for the
missivity of the proposed structure since the emissivity is equal
o the absorptivity according to Kirchhoff’s law. Therefore, the
roposed structure can also achieve selectively enhanced emissiv-
ty by employing the grating so that it might also be used as an

Fig. 10 Calculated „a… electric field amplitude distribution a
5 for s-polarized plane wave at normal incidence. „b… and „d
tion and energy flux in the grating region.
mitter for other purposes.

33105-6 / Vol. 131, MARCH 2009
4 Conclusion

We propose a structure of semiconductor thin films combined
with a one-dimensional metallic grating in this work, which can
achieve selective improvement of thermal radiative absorption
�also emission�. We numerically demonstrate with a 2D RCWA
algorithm that the proposed structure exhibits enhanced spectral
absorptivity for photon energy slightly above the gap energy of
the semiconductor �Si in this work� while the absorptivity in the
longer wavelength region keeps at low values. The enhanced ab-
sorptivity in the case of shallow grating is attributed to excitations
of SPs and is possible only for incidence of p-polarization. In the
case of deep grating, microcavity modes �for s- and
p-polarizations� and SPs �for p-polarization� can be excited in the
grating region so that enhanced absorptivity can be achieved for
both polarizations. Furthermore, the numerical results show that
the enhanced absorptivity of the structure persists in a wide range
of incidence angles. Because the proposed structure is similar to a
conventional Si-based photovoltaic device and our results are ob-
tained with the Si layer thickness much smaller than that in a
conventional Si-based photovoltaic device, the proposed structure,
especially the case with a deep grating, might help to reduce semi-
conductor material cost in photovoltaic energy conversion pur-
poses. Finally, the proposed structure may be built with different
semiconductors and metals for application at different wavelength

„c… energy flux in the Si layer and the grating region of Case
ow, respectively, enlarged electric field amplitude distribu-
nd
… sh
regions.
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omenclature
d  thin film thickness ��m�
E  electric field vector �V/m�
H  magnetic field vector �A/m�
f  grating filling ratio
k  wave vector amplitude ��m−1�
n  refractive index

reek Symbols
�  angle of diffraction �deg�
�  dielectric constant
�  electromagnetic wavelength in vacuum ��m�
�  grating period ��m�
�  incidence angle �deg�
�  angular frequency �rad/s�

ubscripts and Superscripts
j  order of diffraction/space harmonics
x  component in the x-direction
z

Fig. 11 Calculated „a… magnetic field amplitude distributio
Case 5 for p-polarized plane wave at incidence angle of 8
amplitude distribution and energy flux in the grating region
 component in the z-direction
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Nanofluids: From Vision to
Reality Through Research
Nanofluids are a new class of nanotechnology-based heat transfer fluids engineered by
dispersing and stably suspending nanoparticles with typical length on the order of 1–50
nm in traditional heat transfer fluids. For the past decade, pioneering scientists and
engineers have made phenomenal discoveries that a very small amount ��1 vol %� of
guest nanoparticles can provide dramatic improvements in the thermal properties of the
host fluids. For example, some nanofluids exhibit superior thermal properties such as
anomalously high thermal conductivity at low nanoparticle concentrations, strong
temperature- and size-dependent thermal conductivity, a nonlinear relationship between
thermal conductivity and concentration, and a threefold increase in the critical heat flux
at a small particle concentration of the order of 10 ppm. Nanofluids are of great scientific
interest because these unprecedented thermal transport phenomena surpass the funda-
mental limits of conventional macroscopic theories of suspensions. Therefore, numerous
mechanisms and models have been proposed to account for these unexpected, intriguing
thermal properties of nanofluids. These discoveries also show that nanofluids technology
can provide exciting new opportunities to develop nanotechnology-based coolants for a
variety of innovative engineering and medical applications. As a result, the study of
nanofluids has emerged as a new field of scientific research and innovative applications.
Hence, the subject of nanofluids is of great interest worldwide for basic and applied
research. This paper highlights recent advances in this new field of research and shows
future directions in nanofluids research through which the vision of nanofluids can be
turned into reality. �DOI: 10.1115/1.3056479�

Keywords: nanofluids, thermal properties, mechanisms for enhanced thermal transport,
nanotechnology-based coolants
What Are Nanofluids?
Nanofluids are the most recent approach in more than a century

f work to improve the thermal conductivity of liquids. The low
hermal conductivity of conventional heat transfer fluids �HTFs� is

serious limitation in improving the performance and compact-
ess of engineering equipment. What began with millimeter-to-
icrometer sized particles in the late 19th century has become a

art of the modern adventure into the new realm of the very small:
he world of nanoparticles. Specifically, nanofluids are a new class
f nanotechnology-based heat transfer fluids that are engineered
y stably suspending a small amount �1 vol % or less� of par-
icles, fibers, or tubes with lengths on the order of 1–50 nm in
raditional HTFs. The concept and the term were proposed by
hoi in the early 1990s �1�.
Unlike HTFs containing microparticles, nanofluids are both

table and dilute. The key to their success as engineered HTFs is
he synergy—through mechanisms still poorly understood—
etween the solid and liquid materials. The result is a suite of
emarkable thermal properties that have inspired students, scien-
ists, and engineers around the world to undertake the challenge of
xploring the possibilities of these fascinating fluids.

Historical Prologue: A New Field of Scientific Re-
earch

Table 1 summarizes the 15 year history of the emergence of
anofluids as a new field of inquiry. In 1991 I began developing a
icrochannel heat exchanger for the Advanced Photon Source, a 7
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GeV synchrotron X-ray source at Argonne National Laboratory.
That was the first step on my “downscaling” journey. In that
project, I noted that the heat transfer would be excellent but at the
cost of high pumping power. I wanted to find a new concept that
enhanced heat transfer without a large pumping power increase. In
1993, I realized from reading an article in the Argonne publication
Logos that Argonne had a unique capability to produce nanopar-
ticles. Starting from the vision that it could be possible to break
down the century-old technical barriers of conventional suspen-
sions by exploiting the unique properties of nanoparticles, I con-
ceived the concept of nanofluids. Thus, nanofluids technology
came into being long before “nano” became a buzzword. The
initial work reported in 1995 �1� raised the remarkable possibility
of doubling convection heat transfer coefficients by using nano-
fluids, a result that would otherwise require a tenfold increase in
pumping power �Fig. 1�.

For the past decade, I and colleagues have built a network with
industry and universities that is beginning to bear fruit. Research
institutions worldwide have established research groups or inter-
disciplinary nanofluids centers, and several universities have
graduated Ph.Ds in this new area. Small businesses and large mul-
tinational companies are working on nanofluids for their specific
applications. In short, nanofluids is a new field of scientific re-
search that has grown enormously in the past few years �Fig. 2�.
Still, it is a field in its adolescence, and there are a number of
issues which have not been fully investigated. Despite recent ad-
vances, such as discoveries of unexpected thermal properties, pro-
posed new mechanisms, and unconventional models proposed, the
mysteries of nanofluids are unsolved. Nanofluids is an interdisci-
plinary ensemble of several fields of science and technology.
Much work is necessary in every area of nanofluids, from funda-

mentals to formulation to large-scale production.

MARCH 2009, Vol. 131 / 033106-109 by ASME



3

i
p
s
n
c
n
�
p

s
g
w
c
s

1

0

Are Nanofluids Really New?
One could say that nanofluids are an old story—centuries old,

n fact. From historical evidence, medieval artisans used them,
robably without knowing their own secret. The artisans of
tained glass for medieval cathedrals used a suspension of gold
anoparticles to give the windows their characteristic deep red
olor. Later, in the 15th century, potters in Italy used metallic
anoparticles dispersed in a liquid matrix to make luster pottery
2�. These artisans exploited the color and luster effects of nano-
articles without being aware of their size.

Nanofluids are a type of colloidal dispersion, though with some
ignificant differences from the usual colloids. Someone asked a
ood question recently: Colloids have been known for decades, so
hy has not the abnormally high thermal conductivity been dis-

overed before? The answer lies in the differences in the particle

Table 1 Timeline of emergence of nanofluids

1981 D.B. Tuckerman introduces microchannel technology.

1985 Argonne National Laboratory starts program to develop
advanced fluids.

1991 Choi develops a microchannel heat exchanger for the
Advanced Photon Source at Argonne.

1992 Funding cut for Argonne advanced fluids program. Choi
turns attention from micro to nano.

1993 Choi learns of Argonne capability for nanoparticle
production. Choi conceived the concept of nanofluids.
Thus, nanofluids technology came into being 12 years
after Tuckerman introduced microchannel technology.
Choi submits first nanofluid proposal in May, and a
second later with J.A. Eastman.

1994–1997 A third proposal in 1994 leads to 3 years of funding for
the first nanofluids project, with a focus on proof of
concept.

1995 Choi presents a seminal paper on the concept of
nanofluids at the American Society of Mechanical
Engineers Winter Annual Meeting, San Francisco, CA,
Nov. 12–17 �1�.

998–present Argonne nanofluids research funded by U.S. Department
of Energy �DOE� Office of Basic Energy Sciences �BES�
and Office of Transportation Technologies to work on
both fundamentals and applications of nanofluids.

1999 Choi’s group publishes the first SCI article on nanofluids
�10�.

2000 President Clinton announces the United States’ National
Nanotechnology Initiative �NNI� at Caltech in January
2000. Choi serves as proposal reviewer for the DOE
BES and National Science Foundation, including the first
Nanoscale Science, Engineering and Technology
proposals under the NNI.

2001 Choi’s group publishes two papers in Applied Physics
Letters �5,14�.

2002–2003 The nanofluid work is named a top achievement by
DOE’s Office of Basic Energy Sciences in both 2002
and 2003.

2007 The first single-theme conference on nanofluids was
held. Nanofluids: Fundamentals and Applications, Copper
Mountain, CO, Sept. 16–20, 2007, The Engineering
Conferences International. The first book on nanofluids,
Nanofluids: Science and Technology, is published by
Wiley.
ize, phase, major physical properties, basic processing steps, and

33106-2 / Vol. 131, MARCH 2009
major applications. The particles in nanofluids are at dimensions
of 1–100 nm, an order of magnitude smaller than colloid particles,
which are in the size range of 10–1000 nm. With particles in this
size range �particularly below 10 nm�, unique and remarkable
thermal phenomena are observed. A colloid in colloidal disper-
sions can be a solid, a liquid droplet, or a gas bubble, forming a
suspension, an emulsion, or a foam, respectively. However, a
nanoparticle in nanofluids is a solid, forming only a suspension.
With respect to major physical properties, colloids have been stud-
ied primarily with a view to their rheological properties, but with
the recent emergence of nanofluids the focus has shifted to ther-
mal properties. In addition, the basic processing steps are differ-
ent. Colloidal processing has five basic steps: powder synthesis,
suspension preparation, consolidation, solvent removal, and den-
sification at elevated temperatures. Nanofluids processing has one
or two steps: powder synthesis and suspension preparation. The
major applications are also different. Colloid science has led to
technological advances in ceramics �films and bulk forms�, coat-
ings, paints, inks, drug delivery, and food processing. Nanofluids
have recently emerged with new potential applications in cooling
electronics, vehicle engines, nuclear reactors, energy efficiency
enhancement, and biomedical. For these reasons, thermal engi-
neers make a distinction between nanofluids and other composite

Fig. 1 Effects of thermal conductivity and pumping power on
heat transfer

Fig. 2 Exponential increase in Science Citation Index „SCI…
publications. Nanofluids now show one of the fastest growth

rates in scientific papers in nanoscale science and technology.
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aterials �colloids and slurries�. What the two fields share, how-
ver, is a need for an improved understanding of stability, as dis-
ussed later.

Nanofluids pose new challenges for thermal scientists and en-
ineers because transport properties are “anomalously” high, sur-
ace and interface effects are dominant, and nanoparticle motion
nd interactions are vital. So in the end, these strange thermal
roperties of nanofluids do make them truly new.

The Cooling Challenge
One of the chief motivations in the initial development of nano-

uids is the pressing need, in many industrial technologies, for
etter cooling systems. Heat rejection requirements are continu-
lly increasing for such devices as micro- and nanoelectrome-
hanical systems �MEMS and NEMS�, power electronics, light
mitting diodes �LEDs�, integrated circuits, and semiconductor
asers. For example, it is now widely accepted that the thermal

anagement in nanosize devices plays a fundamentally critical
ole that controls their performance and stability. In electronics, as
eature scaling and processing speeds cause the power density to
ouble every 3 years �3�, device temperatures are reaching levels
hat will prevent their reliable operation. At the macroscale, the
roblem is also acute for internal combustion engines. However,
ith extended-surface thermal control technologies �such as fins

nd microchannels� stretched to their limits, new technologies
ith potential to improve the thermal properties of cooling fluids

re of great interest. Nanofluids offer a promising way forward to
eet these cooling needs.

Size Matters in Nanofluids
Before diving into the specifics of the thermal properties of

anotechnology-based HTFs, it is important to understand the im-
ortance of particle size in creating practical nanofluids. First of
ll, particle size matters in making nanofluids stable. Dense nano-
articles can be suspended in liquids because the particles have an
xtremely high ratio of surface area to volume so that the interac-
ion of the particle surface with the liquids is strong enough to
vercome differences in density �i.e., the gravity effect is negli-
ible�. Furthermore, nanoparticles are charged and thus particle-
article interactions are not allowed.

Second, size matters in making nanofluids with novel proper-
ies. The very small particle size can affect transport mechanisms
t the nanoscale. The properties of nanofluids are dominated not
nly by the characteristics of nanoscale surface/interface struc-
ures but also by nanoscale dynamics.

Finally, particle size matters in making nanofluids useful. For
xample, since the size of nanoparticles is similar to that of bio-
olecules, nanofluids can be used in biomedical applications such

s drug delivery and nanofluids-based control of biological
unctions.

Making Nanofluids
Dispersing the nanoparticles uniformly and suspending them

tably in the host liquid is critical in producing high-quality nano-
uids. Good dispersion and stable suspension are prerequisites for

he study of nanofluids properties and for applications. The key in
roducing extremely stable nanofluids is to disperse monosized
anoparticles before they agglomerate.

Many two-step and one-step physical and chemical processes
ave been developed for making nanofluids. These processes can
e summarized as follows.

• Two-step process. In a typical two-step process, nanoparticles,
anotubes, or nanofibers are first produced as a dry powder by
hysical or chemical methods such as inert gas condensation and
hemical vapor deposition. This step is followed by powder dis-
ersion in the liquid. The major problem with two-step processes
s aggregation of nanoparticles. Kwak and Kim �4� showed that

articles, strongly aggregated before dispersion, are still in an ag-

ournal of Heat Transfer
gregated state after dispersion in ethylene glycol and 9 h of soni-
cation. Most researchers purchase nanoparticles in powder form
and mix them with the base fluid. However, these nanofluids are
not stable, although stability can be enhanced with pH control
and/or surfactant addition. Some researchers purchase commer-
cially available nanofluids. But these nanofluids contain impurities
and nanoparticles whose size is different from vendor specifica-
tions. Although the two-step process works fairly well for oxide
nanoparticles, it is not as effective for metallic nanoparticles.

• One-step process. In a one-step process, synthesis and disper-
sion of nanoparticles into the fluid take place simultaneously. For
example, Argonne developed a one-step nanofluid production sys-
tem in which nanoscale vapor from metallic source material can
be directly dispersed into low-vapor-pressure fluids �5�. This
novel one-step process was developed to overcome the van der
Waals forces between the nanoparticles and produced stable sus-
pensions of Cu nanoparticles without any dispersants. Another
one-step physical process is wet grinding technology with bead
mills �6�. One-step chemical methods for producing stable metal-
lic nanofluids have been developed using a chemical reduction
method �7,8�. Also, Ag-water nanofluids were produced using
one-step optical laser ablation in liquid �9�.

7 Characterizing Nanofluids
Good methods for characterizing nanofluids are critical to a

correct understanding of their novel properties. Characterization
of nanofluids includes determination of colloidal stability, particle
size and size distribution, concentration, and elemental composi-
tion as well as measurements of thermophysical properties. For
some applications, measurement of the electrical conductivity of
nanofluids is required. Some of the most commonly used tools for
characterization include transmission electron microscopy �TEM�
imaging and dynamic light scattering �DLS�. One of the most
measured thermophysical properties is the thermal conductivity of
nanofluids. Generally, three methods are used to measure the ther-
mal conductivity of nanofluids: the transient hot wire method, the
3-� method, and the laser flash method.

8 Novel Thermal Transport Phenomena
Several pioneering experiments with nanofluids showed that

nanofluids have unprecedented thermal transport phenomena that
show remarkable enhancement in thermal properties compared
with the base fluid. These phenomena surpass the fundamental
limits of macroscopic theories of suspensions and provide avenues
to exciting new coolants for a variety of applications. The en-
hanced transport properties and heat transfer have been studied
with varying degrees of thoroughness. Thermal conductivity has
been extensively studied, as has two-phase heat transfer. Single-
phase convection heat transfer is the subject of current extensive
studies. Viscosity and mass diffusion have been occasionally
studied.

8.1 High Thermal Conductivity at Low Concentrations.
The early proof-of-concept experiments were conducted with ox-
ide nanofluids produced by two-step methods. Although these flu-
ids showed enhanced performance, the improvement could be pre-
dicted by existing models. Thus, oxide nanofluids failed to
generate great interest. However, when copper nanofluids pro-
duced by a one-step method showed up to a 40% increase at a
particle concentration of 0.3 vol % �5�, researchers took notice!
These results are shown in Fig. 3. This measured enhancement is
anomalous, according to calculations with the weighted average
model. This discovery is especially significant because the con-
centration is reduced by one order of magnitude at comparable
enhancement compared with oxide nanofluids �10�.

Liu et al. �8� synthesized Cu nanofluids using the chemical
reduction method with no surfactant; in this study thermal con-
ductivity was enhanced by up to 23.8% at 0.1 vol %. Jana et al.

�11� showed that Cu-water nanofluids have a 74% increase in

MARCH 2009, Vol. 131 / 033106-3
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onductivity at 0.3 vol %, far exceeding the previous record of
0%. However, Zhang et al. �12� and Putnam et al. �13� found no
nomalous enhancement. These contradictory data highlight the
eed for more accurate characterization of nanofluids.

8.2 Nonlinear Increase in Conductivity With Nanoparticle
oncentrations. Nanofluids have shown unexpected nonlinearity

n several properties. Nonlinearity was first observed in the ther-
al conductivity of a fluid with carbon nanotubes �CNTs� dis-

ersed in a matrix material, first prepared by Choi et al. �14�.
NTs, the most thermally conductive material known, yield the
ighest enhancement ever achieved in liquid �150% increase in
onductivity of oil at �1 vol %�. The measured thermal conduc-
ivity is �1� an order of magnitude greater than predicted by ex-
sting models and �2� nonlinear with volume fraction, while pre-
ictions show a linear relationship �Fig. 4�. Shaikh et al. �15�
onfirmed independently the largest increase in the thermal con-
uctivity of the MWNT-PAO nanofluids Choi et al. reported six
ears ago �14�. This nonlinear behavior is not limited to CNTs
ith a high aspect ratio. Murshed et al. �16�, Hong et al. �17�, and
hopkar et al. �6� showed that nanofluids containing spherical
anoparticles also have strong nonlinear behavior.

8.3 Strongly Temperature-Dependent and Size-Dependent
onductivity. Das et al. �18� discovered that nanofluids have

trongly temperature-dependent thermal conductivity �Fig. 5�. The

ig. 3 The thermal conductivity of nanofluids depends on
anoparticle concentration and synthesis method

ig. 4 Thermal behavior of first nanofluids containing carbon

anotubes

33106-4 / Vol. 131, MARCH 2009
conductivity enhancement of Al2O3 or CuO nanofluids is twice to
four times that of the base fluid over a small temperature range
between 20°C and 50°C. Li and Peterson �19� found that the
temperature effect is stronger compared with the data of Das et al.
The discovery is significant because it raises an exciting possibil-
ity to develop smart nanocoolants that “sense” their thermal envi-
ronment, making them a very attractive solution for preventing
hot spots.

A similar trend was soon predicted �20� for nanoparticle size.
Chopkar et al. �6� measured the thermal conductivity of Al70Cu30
nanofluids as a function of particle size to show strongly size-
dependent conductivity. Chon et al. �in two studies� �21,22�, Hong
et al. �23�, and Kim et al. �24� also showed size-dependent con-
ductivity. Strong size effects in nanofluids are significant for prac-
tical applications.

These effects are so pronounced that strong temperature and
size dependences of the thermal conductivity have been accepted
as the criteria for classifying a given suspension as a nanofluid.

8.4 Nonlinear Rheological Properties. Das et al. �25� and
Prasher et al. �26� showed linearity and Newtonian behavior; other
investigators have reported nonlinearity with concentration
�27–29�. A size factor may also need to be considered: Jang et al.
�30� discovered that the viscosity of Al2O3 nanofluids not only
increases nonlinearly with concentration but also depends on the
size of nanoparticles relative to the tube size. Kwak and Kim �4�
discovered that the zero shear viscosity of CuO-ethylene glycol
nanofluids changes abruptly when particle volume fraction be-
comes larger than 0.2% �Fig. 6�; hence this volume fraction is
regarded as the dilute limit. Substantial enhancement in thermal
conductivity is attainable only when particle concentration is be-
low the dilute limit. For concentrations above the dilute limit,
where both rotational and translational Brownian motions are re-
stricted, there is no additional increase in conductivity beyond the
predictions of effective medium theory. The viscosities of CuO-
ethylene glycol nanofluid show that particles exist in aggregated
form. It has a strong effect on both the viscosity and thermal
conductivity of nanofluid.

8.5 Little or Modest Increase in Pressure Drop. Micropar-
ticle suspensions have much higher viscosity than their base fluids
and require large pumping power to get the same thermal perfor-
mance as their base fluids. Most nanofluids have flow properties
similar to those of a single-phase base liquid and have little or
modest increase in turbulent pressure drop �28,31�. This flow be-
havior is attractive for application engineers. An exception is the
type of oxide nanofluids studied by Pak and Cho �32�, which had

Fig. 5 The strong temperature dependence of thermal con-
ductivity of nanofluids
high viscosities. To be successful in practical applications, nano-
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fl
p
p

F
fi
o
s
a
h
u
w
1

F
a
t
X
c
f
g
d
c
a
i
t
a

T
w
9
H
c
�
b
d
fl

p
b
�
n
F
t
b

F
a

J

uids must be engineered to enhance heat transfer without much
enalty in pressure drop. This requires an accurate selection of the
article shape, size, materials, and concentrations.

8.6 Single-Phase Convection Heat Transfer: Laminar
low. Ding et al. �33� showed that the laminar heat transfer coef-
cient of CNT nanofluids increases rapidly at the highest values
f the Reynolds number up to a 150% enhancement. They also
howed that this coefficient increases with the nondimensional
xial distance x /D. Faulkner et al. �34� showed that the laminar
eat transfer coefficient of CNT nanofluids nearly doubled at the
pper end of the Reynolds number range tested; it also decreased
ith increasing concentration in the concentration range from
.1 vol % to 4.4 vol %.

8.7 Single-Phase Convection Heat Transfer: Turbulent
low. Pak and Cho �32� studied heat transfer in oxide nanofluids
nd showed that, even though the Nusselt number increased, the
urbulent heat transfer coefficient actually decreased by 3–12%.
uan and Li �35� showed that the turbulent heat transfer coeffi-

ient of Cu-water nanofluids increased by ~40% at 2 vol %. The
riction factor is not affected by the particle concentration for a
iven Reynolds number in both laminar and turbulent flow con-
itions. The MIT group �36� showed that, as far as single-phase
onvective heat transfer and pressure drop are concerned, their
lumina-water and zirconia-water nanofluids behave like pure flu-
ds, provided that the temperature and loading dependence of the
hermophysical properties are measured and used in the Re, Pr,
nd Nu definitions.

8.8 Size-Dependent Single-Phase Convection Heat
ransfer. He et al. �28� showed that the conductivity increases
ith decreasing particle size, but nanoparticle size �in the range of
5–210 nm� has a marginal effect on the heat transfer coefficient.
owever, recent work shows the opposite trend. This finding is

onsistent with recent results for turbulent flow by Nguyen et al.
37�, who showed size-dependent heat transfer coefficients in tur-
ulent forced convection. The discovery that nanofluids have size-
ependent heat transfer coefficients in both laminar and turbulent
ows is significant.

8.9 Pool Boiling Heat Transfer. Most experiments on the
ool boiling of nanofluids show that nanoparticles deteriorate the
oiling heat transfer coefficient �38,39�. However, Wen and Ding
40�, using dilute nanofluids ��0.32 vol %�, showed that alumina
anoparticles can enhance boiling heat transfer �by up to 40%�.
urthermore, the enhancement increases with particle concentra-

ion. Interestingly, Nnanna �41� also showed that heat transfer in

ig. 6 Zero shear viscosity of CuO-ethylene glycol nanofluid
s a function of particle volume fraction
uoyancy-driven single-phase nanofluids is augmented for small

ournal of Heat Transfer
volume fraction ��2%� but suppressed for large volume fraction
��2%�. Therefore, the nanoparticle concentration is an important
factor. Dilute nanofluids are desirable for both single phase,
buoyancy-driven heat transfer and two-phase boiling heat transfer.

8.10 Threefold Increase in Critical Heat Flux. You et al.
�42� were the first to show that nanofluids have a threefold in-
crease in critical heat flux �CHF� over that of water at an Al2O3
concentration on the order of 10 ppm �Fig. 7�. The enhancement
of CHF was further confirmed with SiO2 particles in water by
Vassallo et al. �43�. Soon thereafter, Milanova and Kumar �44�
showed that an increase in fluid pH increases the CHF by as much
as 350%.

8.11 Flow Boiling CHF and Post-CHF. A group at MIT
showed for the first time that nanofluids can significantly enhance
the flow boiling CHF �45�. Hansson et al. �46� showed that nano-
fluids have a higher post-CHF �film boiling� heat transfer rate.
These discoveries are significant because they could pave the way
for making nuclear reactors safer. Furthermore, Liu et al. �47�
showed that, in a miniature flat heat pipe, the heat transfer coef-
ficient and CHF of CuO nanofluids increase greatly with decreas-
ing pressure as compared with those of water.

9 Mechanisms and Models
Marvelous discoveries such as those described above show the

fundamental limits of conventional models of heat conduction,
convection, and boiling for solid/liquid suspensions. For example,
various macroscopic models have been based on the assumption
that heat conduction in suspensions occurs by diffusion. However,
some nanofluids show greater thermal conductivity than predicted
by Fourier heat conduction theory. Expecting that these discover-
ies could change the traditional understanding of energy transport
in nanofluids, several investigators have searched for new con-
cepts and mechanisms behind such dramatically enhanced proper-
ties. They have proposed both static �or structural� and dynamic
mechanisms and models to account for the anomalously enhanced
thermal properties. Hot debates are ongoing in the nanofluids
community on the validity of proposed mechanisms and models
of heat conduction in nanofluids. Some of these proposed ap-
proaches are discussed below.

9.1 Ordered Nanolayer of Liquid Molecules. Yu and Choi
�48� proposed a new mechanism that, unlike in solid-solid com-
posites, an ordered liquid layer �or nanolayer� acts as a thermal
bridge between a nanoparticle and a bulk liquid. They developed a

Fig. 7 Nanofluids can increase the pool boiling CHF by a fac-
tor of 3
renovated Maxwell model to include the effect of this ordered
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anolayer. They further extended this structural model to non-
pherical particles and renovated the Hamilton and Crosser model.
owever, their two static models do not predict the nonlinear
ehavior of nanofluid conductivity. Xue �49� was the first to
odel this nonlinear behavior. Although these models predict well

he measured thermal conductivity data, both the thickness and
onductivity of the liquid layer have to be assumed.

9.2 Percolationlike Behavior. Carbon nanotubes have ex-
remely high aspect ratio. Foygel et al. �50� performed Monte
arlo simulations to show that the percolation regime starts at a

urprisingly low critical concentration of 0.01 vol %. The new
ercolation theory accounts for the two features of the thermal
onductivity data for CNT nanofluids, namely, the nonlinear in-
rease with CNT concentration and the significant increase in
hermal conductivity.

9.3 Interfacial Thermal Resistance. Experiments show that
dding 1 vol % of CNTs to synthetic oil �14� or polymer epoxy
51� can increase the conductivity of the matrix material more
han twofold. Huxtable et al. �52� used a pump-probe method to

easure heat transfer across the particle-liquid interface. They
howed that the exceptionally large interface thermal resistance,
.e., the Kapitza resistance, can significantly reduce the thermal
onductivity of nanofluids. Nan et al. �53� developed a model for
hermal conductivity enhancement in CNT composites by incor-
orating the Kapitza resistance in the effective medium
pproximation.

9.4 Brownian Motion of Nanoparticles. The static models,
uch as the liquid layering model and the interface thermal resis-
ance model, cannot explain the strong temperature dependence of
he conductivities of nanofluids. Effective medium theory models,
uch as the Maxwell–Garnett, Bruggeman, Hamilton–Crosser, and
effrey and Davis models, do not take particle motion into con-
ideration. A nanofluid is a dynamic system because the nanopar-
icles are in motion even if the fluid is stationary. Several dynamic

odels have been developed in combination with static models.
Xuan et al. �31� developed a dynamic model that takes into

ccount the effects of Brownian motion of nanoparticles and frac-
als. They showed, probably for the first time, that the conductiv-
ty of nanofluids increases with the square root of fluid tempera-
ure. However, their model did not predict the linear increase of
hermal conductivity with temperature, as obtained by Das et al.
18�.

9.5 Nanoconvection. All the static and dynamic models de-
eloped with conduction-based mechanisms still fail to predict the
agnitude and trends of the experimental data. Nanoparticle dif-

usion, which is orders of magnitude slower than heat diffusion,
as little effect on the k of nanofluids. Jang and Choi �20� pro-
osed the concept of nanoconvection induced by Brownian mo-
ion of nanoparticles assuming that energy transport in nanofluids
s by nanoscale flow of fluids around Brownian nanoparticles.
hey developed a theoretical model that takes into account nano-
onvection. Though the new model makes simplifying assump-
ions, it generates useful results for interpreting experiments �Fig.
�. Whereas Maxwell-type theories fail to capture the
emperature-dependent conductivity, calculations with the new

odel agree with temperature-dependent data and predict size-
ependent conductivity.

Xuan et al. �54� developed, based on the Green–Kubo theorem,
conductivity model consisting of the static and dynamic terms.
his model accounts for the Kapitza resistance and nanoconvec-

ion, nanoparticle size and concentration, and fluid temperature.
heir model shows that the contribution of the nanoconvection
ffect increases rapidly when the nanoparticle size is smaller than
0 nm. Several other studies have considered various aspects of
anoconvection. Prasher et al. �55� extended the concept of nano-
onvection by considering for the first time the effect of multipar-

icle convection. Koo and Kleinstreuer �56� developed a theoreti-

33106-6 / Vol. 131, MARCH 2009
cal model that takes into account the effects of fluids dragged by
nanoparticles and mixing. Patel et al. �57� developed a microcon-
vection model for evaluation of conductivity of a nanofluid by
taking into account nanoconvection induced by Brownian nano-
particles and the specific surface area of nanoparticles. Finally,
Ren et al. �58� considered kinetic-theory-based microconvection
and liquid layering in addition to liquid and particle conduction.

Several other groups have questioned the importance and
mechanisms of nanoconvection. For example, Evans et al. �59�
and Vladkov and Barrat �60� conducted molecular dynamics
simulations �MDS� of model nanofluids to show that the effect of
nanoconvection is negligible. However, Sarkar and Selvam �61�
also used MDS to show that the conductivity enhancement is
mostly due to the increased movement of liquid atoms in the
presence of nanoparticle. Most recently, Eapen et al. �62� mea-
sured the conductivity of silica and Teflon suspensions to show
that microconvection does not influence the conductivity of their
nanofluids. The debate over the role of Brownian nanoparticles in
the enhanced conductivity of nanofluids will continue.

9.6 Surface Charge Model. Lee et al. �63� presented the sur-
face charge state as a new key parameter for the anomalous en-
hancement of the conductivity of nanofluids. They showed that
the effective thermal conductivity increases by a factor of 3 as pH
decreases from 8 to 3.

9.7 Molecular-Level Mechanisms of Enhanced
Conductivity. Eapen et al. �64� considered three fluctuation
modes in the microscopic heat flux and showed a molecular-level
mechanism for enhanced conductivity of nanofluids.

A number of mechanisms and models of enhanced conductivity
have been proposed, but none has gained universal support.

9.8 Heat Transfer Models. Models of heat transfer in nano-
fluids come in three varieties at present.

• Homogeneous flow. Choi �1� assumed that traditional heat
transfer correlations can be used for nanofluids, provided
that their enhanced thermophysical properties are used.

• Dispersion. Xuan and Roetzel �65� were the first to employ
the concept of thermal dispersion, assuming that velocity
slip induces a velocity and temperature perturbation.

• Particle migration. Ding and Wen �66� were the first to use
the concept of particle migration in nanofluids and devel-
oped a theoretical model to predict particle migration in
pressure-driven laminar pipe flows of relatively dilute nano-

Fig. 8 Experimental data from Das et al. †18‡ and predictions
from Jang and Choi’s †20‡ new model based on nanoconvec-
tion induced by Brownian motion
fluids.
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• Brownian diffusion and two-component nonhomogeneous
equilibrium. Buongiorno �67� was the first to show that
Brownian diffusion and thermophoresis are important slip
mechanisms in nanofluids. Based on this finding, he devel-
oped a two-component nonhomogeneous equilibrium model
for mass, momentum, and heat transport in nanofluids. He
explained that the abnormal heat transfer behavior of nano-
fluids is due to a significant decrease in viscosity within the
boundary layer �67�.

9.9 Mechanisms and Models of Viscosity. Ding and Wen
66� developed a theoretical model to examine particle migration
n pressure-driven laminar pipe flows of nanofluids. The model
onsiders particle migration due to spatial gradients in viscosity
nd shear rate and Brownian motion. The results show that par-
icle migration can result in nonuniform particle concentration,
hermal conductivity, and viscosity. However, nanofluids have Pe-
let numbers �10 �because Pe�dp3� and thus concentration and
iscosity distributions are uniform over the pipe cross section.
ost recently, Jang et al. �30� showed that, when nanoparticles

ave a nonzero slip velocity, the viscosity of Al2O3 nanofluids
owing through micro- and minitubes increases nonlinearly with
oncentration even in the range of 0.02–0.3 vol % and depends
trongly on the nanoparticle diameter to the tube diameter ratio.

9.10 Pool Boiling Heat Transfer Mechanisms. Narayan et
l. �68� observed that with a rough heater �Ra=524 nm�, heat
ransfer is significantly enhanced by up to ~70% at 0.5 wt % and
ith a smooth heater �Ra=48 nm�, heat transfer is significantly
eteriorated by up to ~45% at 2 wt %. Furthermore, they ob-
erved that a new parameter, which is the ratio of average size of
he particle to the average roughness value of the heater, can ex-
lain the reported controversy in the pool boiling behavior of
anofluids.

9.11 Mechanisms of Enhanced CHF. Because the transport
nd thermodynamic properties of very dilute nanofluids are nearly
he same as those of a base fluid, the classic theory of CHF would
redict no CHF enhancement. Bang and Chang �39� suggested
hat the enhanced CHF might be due to the surface coating effect
y the deposition of nanoparticles. A MIT group demonstrated
everal important results that may help explain the unexpected
HF for nanofluids �69�. Upon boiling of nanofluids, nanopar-

icles precipitate on the heater surface and form a porous layer.
he presence of the nanoparticle layer significantly improves the
urface wettability. The change in the contact angle from ~70 deg
o ~20 deg and high surface wettability can plausibly explain the
HF enhancement in nanofluids. A realistic model of CHF in
anofluids may thus be possible.

Kim et al. �70� also showed that a porous layer of nanoparticles
ignificantly improves the surface wettability. However, they are
he first to show that the effect of wettability alone cannot explain
he additional increases in the CHF. Focusing on the role of cap-
llarity in the CHF behavior of nanofluids they showed that, due to
apillarity, the liquid rises on nanoparticle-coated surfaces. Kim
nd Kim �71� used capillarity to characterize a completely wetted
anoparticle-coated surface. They showed that the estimated heat
ux gain due to capillary liquid supply along the porous layer was
f the same order of magnitude as that due to the wettability
nhancement. They concluded that the significant CHF enhance-
ent of nanofluids during pool boiling is a consequence of not

nly increased surface wettability but also improved capillarity
ue to the surface deposition of nanoparticles.

0 Applications of Nanofluids
Nanofluids can be used in a wide range of applications wher-

ver improved heat transfer or efficient heat dissipation is re-
uired. Major examples include electronics, automotive, and
uclear applications. The following examples give a picture of the

ersatility of this technology.

ournal of Heat Transfer
Nanofluids are a promising candidate for microelectronics cool-
ing. Tsai et al. �72� used gold nanofluids as the working fluid for
meshed circular heat pipe. Their results show that, at the same
charge volume, there is a significant reduction �by as much as
37%� in the thermal resistance of the heat pipe with a nanofluid as
compared with de-ionized water.

Nanofluids have a plethora of potential applications in many
automotive parts and functions, including engine coolant, auto-
matic transmission fluid, power steering fluid, fan clutches, engine
oil, power electronics, brake fluid, gear lubrication, and greases.
This research is being conducted at top research universities in
conjunction with large multinational companies. The first com-
mercial steps of nanofluids technology have been made in the
automobile arena. Tzeng et al. �73� are the first to apply nanofluids
in cooling a real-world automatic power transmission system. The
results show that CuO nanofluids have the lowest temperature
distribution and accordingly the best heat transfer performance.

Nuclear applications of nanofluids appear to be very
promising—perhaps the most promising of currently envisaged
uses. Nanofluids could be used in primary systems, emergency
safety systems, and severe accident management systems, with
resulting benefits such as power uprates in commercial pressur-
ized water reactors �PWRs� and enhanced safety margins during
design-basis events and severe accidents. In general, nanofluids
could enhance economics and safety of nuclear reactors �74,75�.
They also have great potential as a coolant for safer and smaller
nuclear generators in the future.

Beyond these somewhat concrete possibilities lies a broad ex-
panse of potential applications, wide open to the engineering
imagination. A few ideas to provoke further thought include cool-
ing and lubrication of drill bits for deep-hole drilling �76�, drug
delivery and nanofluids-based control of biological functions �be-
cause the size of nanoparticles is similar to that of biomolecules�,
process intensification in the chemical and metallurgical industry,
efficiency optimization in the heating, ventilation and air condi-
tioning �HVAC� industry, production of nanostructured materials,
engineering of complex fluids, lubricant-based nanofluids
�nanolubricants�, and enhanced quenching performance.

11 Future Directions

11.1 Future Basic Research. The fundamental issue for basic
research is that a general framework for nanofluid properties and
heat transfer does not, as yet, exist. An important focus for future
research should be determining the key energy transport mecha-
nisms in nanofluids. The validity of most proposed still remains a
subject of debate. Initial work should consider two distinct as-
pects: static mechanisms and dynamic mechanisms.

To understand the fundamental physics of energy transport in
nanofluids, systematic experiments are needed, as are tools with a
high spatial and temporal resolution. Another need is for compre-
hensive thermal conductivity models that consider transport
mechanisms at multiscale levels. Theoretical predictions should
be evaluated in terms of agreement with experiments regarding
concentration, particle size, and temperature dependence.

11.2 Future Applied Research. Equally interesting chal-
lenges await the applied researcher who chooses to pursue ques-
tions related to nanofluids. The following are three of the most
pressing issues.

• Volume production. Production of stable nanofluids with
nonagglomerated nanoparticles is currently limited to
laboratory-scale research. Future work should focus on iden-
tifying methods that provide volume production for com-
mercial applications.

• Stability. Long-term physical and chemical stability of nano-
fluids is an important practical issue for commercialization
of nanofluids.

• Environmental issues. Nanofluids offer compelling solutions

for energy efficiency, but we also face public concerns about
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their safety, both in production and in use. Nanofluids engi-
neers would be prudent to pursue green designs by choosing
nontoxic or biodegradable nanoparticles.

In summary, low-cost, high-volume production of stable green
anofluids is one of the most challenging directions for future
pplied research.

2 Conclusions
Nanofluids are an exciting new class of nanotechnology-based

eat transfer fluids. Scientists and engineers are being challenged
o discover the many unexpected thermal properties of these flu-
ds, to propose new mechanisms and unconventional models to
xplain their behavior, and to explore innovative applications
ade possible by the fascinating features of nanofluids. In short,

anofluids have emerged as a new field of scientific research,
specially in thermal sciences and engineering.

Despite recent advances, the mysteries of nanofluids are un-
olved. Much more work is necessary in every area, from funda-
entals to formulation to large-scale production. When the mys-

eries of nanofluids are solved we could imagine nanofluids
esigned to have novel properties. Consider what possibilities
ould open up if conductivity increased two- to threefold, effec-
ive specific heat increased two- to threefold, CHF increased
hree- to fourfold, and heat transfer coefficients increased two- to
hreefold. These are the kinds of visionary possibilities that can
uide future research. However, the novel character of nanofluids
emands not only new science but also a new approach to science,
ne that is uniquely interdisciplinary and collaborative. This point
s especially important in considering the training of young scien-
ists. To a greater degree than in other fields, the options for future
esearch in this field will depend on the background gained by
oday’s students. Perhaps the only path to master this field is a

ultidisciplinary one that includes both basic science and engi-
eering knowledge.

Above all, the study of nanofluids is an interdisciplinary field
hat challenges researchers to consider the fundamentals of nano-
uids from a more integrated perspective. The path to turn this
ew vision into reality demands what I call “iTEN R”—a special
onfluence of imagination and theoretical, experimental, and nu-
erical research.
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omenclature
a � nanoparticle diameter �m�
D � tube diameter �m�
h 2
� heat transfer coefficient �W /m K�

33106-8 / Vol. 131, MARCH 2009
k � thermal conductivity �W /m K�
P / Po � pumping power ratio

T � temperature �C or K�

Greek Symbol
� � viscosity �Pa s�

Subscript
o � base fluid
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Pressure Drop During Two-Phase
Flow of R134a and R32 in a
Single Minichannel
Condensation in minichannels is widely used in air-cooled condensers for the automotive
and air-conditioning industry, heat pipes, and compact heat exchangers. The knowledge
of pressure drops in such small channels is important in order to optimize heat transfer
surfaces. Most of the available experimental work refers to measurements obtained
within multiport smooth extruded tubes and deal with the average values over the number
of parallel channels. In this context, the present authors have set up a new test apparatus
for heat transfer and fluid flow studies in single minichannels. This paper presents new
experimental frictional pressure gradient data, relative to single-phase flow and adia-
batic two-phase flow of R134a and R32 inside a single horizontal minitube, with a 0.96
mm inner diameter and with not-negligible surface roughness. The new all-liquid and
all-vapor data are successfully compared against predictions of single-phase flow mod-
els. Also the two-phase flow data are compared against a model previously developed by
the present authors for adiabatic flow or flow during condensation of halogenated refrig-
erants inside smooth minichannels. Surface roughness effects on the liquid-vapor flow are
discussed. In this respect, the friction factor in the proposed model is modified, in order
to take into consideration also effects due to wall roughness. �DOI: 10.1115/1.3056556�

Keywords: minichannel, pressure drop, single phase, two phase, entrainment, roughness
Introduction
In this paper, following Ref. �1�, minichannels are single tubes

r multiport extruded aluminum channels with an inner hydraulic
iameter in the range 0.2–3 mm. Two-phase flow in minichannels
s affected by gravity, viscous shear, and surface tension. These
orces influence flow regimes, pressure drops, and heat transfer.

The following researchers observed flow regimes during the
ondensation of R134a in minichannels, but no general flow re-
ime map is available. Coleman and Garimella �2–4� reported
ow patterns of R134a condensing in horizontal tubes and square
inichannels with inner hydraulic diameters ranging from 1 mm

o 4.9 mm. With mass velocities G�150 kg m−2 s−1 the authors
bserved annular, wavy, intermittent �slug, plug�, and dispersed
bubble� flow patterns. At hydraulic diameters Dh�1 mm the
avy regime was not present, while at high flow rates and quali-

ies annular film with mist core or mist flows were present. With
134a at 52°C in square minichannels of diameter 1 mm or 2 mm
ist flow was present for dimensionless gas velocity JG larger

han 10–15. While the hydraulic diameter was found to have a
ubstantial effect on flow transitions, the tube shape was found to
e less significant. Wang et al. �5� reported flow patterns for con-
ensation of R134a at 35°C in a multichannel of rectangular cross
ection with Dh=1.46 mm, at 75�G�350 kg m−2 s−1. They ob-
erved annular, wavy, and slug flow, while the flow was always
nnular for JG�2.5. Kim et al. �6� observed annular, slug, and
ubbly flow during condensation of R134a in a horizontal circular
ingle tube with a diameter of 0.75 mm at 40°C with 100�G

600 kg m−2 s−1.
Several researchers measured pressure drops during condensa-

ion or adiabatic flow in minichannels. Recent data are mostly
elative to R134a, while few experiments have been undertaken at
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anoscale Heat Transfer �MNHT2008�, Tainan, Taiwan, January 6–9, 2008.
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high reduced pressure and low reduced pressure conditions. Cav-
allini et al. �7,8� measured pressure drops during adiabatic flow at
40°C of R134a, R236ea, and R410A inside a multiport minichan-
nel having square cross section ports with a hydraulic diameter of
1.4 mm, a length of 1.13 m, and with mass velocities ranging from
200 kg m−2 s−1 to 1400 kg m−2 s−1. The arithmetical mean de-
viation of the assessed profile Ra of the inner surface was Ra
=0.08 �m, while the maximum height of profile Rz was equal to
0.43 �m. The three refrigerants were chosen because they present
a wide range of reduced pressure at test conditions. In fact at
40°C the reduced pressure pR of R236ea is around 0.1, R134a has
pR=0.25, and R410A has pR=0.5. The pressure drop in adiabatic
conditions is obtained by measuring the saturation temperature
drop in the tube, by means of one T-type thermopile, and two
T-type thermocouples fixed to the aluminum tube. The thermopile
used in the measurement presents an experimental uncertainty
equal to �0.03 K, which leads to an experimental nominal uncer-
tainty of �0.71 kPa m−1 for R134a, of �1.6 kPa m−1 for R410A
and of �0.28 kPa m−1 for R236ea at the same average saturation
temperature �40°C�. Coleman �9� measured pressure drop during
the adiabatic and condensing flow of R134a at pR=0.37 in chan-
nels with circular and square cross sections with 0.51�Dh
�1.52 mm. Coleman estimated the relative roughness to be from
0.0001 to 0.0005 for the circular channels and 0.0009 for the
square ones. Coleman �9� also measured pressure drop in multi-
port minichannels with triangular, barrel shape, N shape, and rect-
angular cross sections. For these channels the relative roughness
was between 0.003 and 0.039. The pressure drop data of Zhang
�10�, Zhang and Webb �11�, and Hirofumi and Webb �12� �re-
ported in Ref. �10�� are relative to the adiabatic flow of R134a in
circular and square cross section multiport channels and in a
single minitube with plain inner surface. Reduced pressure for
R134a was varied between 0.25 and 0.47. Hydraulic diameters
varied between 0.96 mm and 3.25 mm. The data set of Jeong et al.
�13� is relative to the adiabatic flow of R744 in square cross sec-

tion channels, with a hydraulic diameter of 2 mm.
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Cavallini et al. �14� compared predictions from several models
ublished in the open literature with experimental data by Caval-
ini et al. �8�. The models, either developed for conventional mac-
ochannels or specifically developed for minichannels, were not
ble to predict the frictional pressure drop for flow in minichan-
els of high and low pressure fluids with a satisfactory agreement.
articularly no model seemed to be able to predict frictional pres-
ure drops of R410A, while many models were not able to predict
236ea trends. Many correlations, on the contrary, were able to
redict frictional pressure drops of R134a. A model for the fric-
ional pressure gradient valid for adiabatic flow or for flow during
ondensation of halogenated refrigerants inside minichannels was
hen suggested by Cavallini et al. �15�. The model is suggested for
mooth tubes since it is based on data taken in channels with
egligible surface roughness and takes into account the effect of
he entrainment rate of droplets from the liquid film. The model is
pplied to the annular, annular-mist, and intermittent flows, and it

ig. 1 Experimental test rig: desup=desuperheater, MF
mechanical filter, HF=dehumidifier, PV=pressure vessel,
FM=Coriolis-effect mass flow meter, P=pressure transducer,
=temperature transducer, DP=differential pressure trans-
ucer, and TV1 and TV2=throttling valves
Fig. 2 The te

33107-2 / Vol. 131, MARCH 2009
is also applied with success to horizontal macrotubes and to data
for microfinned multiport minichannels by Webb and Ermis �16�.

2 Experimental Tests in a Rough Single Minichannel
Surface roughness affects pressure drop during single-phase

flow in macrochannels and minichannels, as shown by Taylor et
al. �17�. The multiport minichannel tested by Cavallini et al. �7,8�
is characterized by a square cross section and a low value of
surface roughness �Ra=0.08 �m and Rz=0.43 �m�, whose ef-
fect can thus be neglected. To investigate the effect of tube wall
roughness and geometry of the channel on the two-phase fric-
tional pressure gradient, the present authors report here the pres-
sure drop measured during the condensation and adiabatic flow of
R134a and R32 in a single circular section minitube with a much
higher surface roughness as compared with the previously tested
minichannel.

The test rig and experimental procedures used for measuring
the pressure drop in the single round minichannel are fully de-
scribed in Refs. �18,19�. The test rig arranged for heat transfer and
pressure drop measurements during condensation is depicted in
Fig. 1. It consists of the primary refrigerant loop and four auxil-
iary loops. The primary refrigerant loop is contaminant-free, since
the circuit was cleaned and evacuated before filling it with refrig-
erant. The composition of the refrigerant was certified by the pro-
vider.

In the refrigerant loop, the subcooled refrigerant is sent through
a filter and a dehumidifier into the gear pump coupled with a
variable speed electric motor. It is then pumped through the
Coriolis-effect mass flow meter into the evaporator where the fluid
is heated up, vaporized, and superheated. There, the temperature
and the pressure define the state of the vapor. The superheated
vapor enters the test section �Fig. 2�, which is composed of two
countercurrent heat exchangers. The first one �desuperheater� is
used to cool down the fluid to the saturation state at the inlet of the
second heat exchanger, which is the actual measuring sector. Dur-
ing adiabatic two-phase tests, the vapor quality in the test tube is
obtained from an energy balance on the water side in the desuper-
heater, before the refrigerant enters the measuring sector. During
condensation tests, high values of the vapor quality are maintained
at the inlet of the measuring sector, as determined from the ther-
mal balance on the coolant side of the desuperheater. The satura-
tion temperature is checked against the pressure in the two adia-
st section

Transactions of the ASME
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atic sectors upstream and downstream of the measuring sector.
here, the temperature is measured by means of adiabatic wall

emperature measurement. Saturated refrigerant enters the measur-
ng sector, where condensation is performed. The heat transfer in
he two sectors is determined by measuring the coolant mass flow
ates and temperatures in the annuli of the two sectors. Further-
ore, the measuring sector is equipped with a substantial number

f thermocouples, 15 set in the coolant flow and 13 set in the
iabatic copper wall along the channel. Such facility permits the
uthors to measure vapor quality distribution all along the mini-
ube; hence the local pressure gradient values are more feasible to
e modeled. The refrigerant state is finally checked at the outlet of
he measuring sector and closes the loop in the postcondenser,
here it is condensed and subcooled. The temperatures and the
ow rates of the secondary loops are controlled by a closed hot
ater loop, two thermal baths, and an additional resistance heater

et in series at the inlet of the desuperheater. In this way, it is
ossible to independently control the temperatures of four differ-
nt heat sinks or heat sources within the test rig.

The test tube is a commercial copper tube with an inner diam-
ter of 0.96 mm and a length of 228.5 mm. The uncertainty asso-
iated to the diameter is equal to �0.02 mm. The arithmetical
ean deviation of the assessed profile Ra of the inner surface is
a=1.3 �m, the maximum height of profile Rz is 10 �m. These
alues are much higher than those of the multiport extruded alu-
inum channel tested by Cavallini et al. �7,8�.
Before and after the copper test tube in the measuring sector,

wo stainless steel tubes are soldered to the copper minitube. The
tainless steel tubes have a 0.762 mm inner diameter, Ra
2.0 �m, and Rz=10.2 �m. The inlet and outlet pressure ports
re inserted in the two stainless steel tubes, 24 mm apart from the
opper tube. The total frictional pressure drop is then the sum of
he frictional pressure drop in the two stainless steel tubes, each
4 mm long, of the frictional pressure drop in the 228.5 mm long
opper tube, and of the pressure variations due to abrupt enlarge-
ent �from 0.762 mm diameter to 0.96 mm diameter� and con-

raction �from 0.96 mm to 0.762 mm�.
An absolute pressure transducer is connected to the pressure

ort at the inlet of the measuring sector; a differential pressure
ransducer is connected between the inlet and outlet. The experi-

ental uncertainty is �0.1 kPa for the measured pressure differ-
nce, �3 kPa for the absolute pressure, and �0.2% for the mea-
ured refrigerant flow rate.

The energy balance in the test section, desuperheater and mea-
uring sector, has been checked at different refrigerant mass ve-
ocities over the entire vapor quality change, i.e., the heat transfer
rom inlet superheated vapor to outlet subcooled refrigerant has
een checked against the thermal balance on the coolant side in
he test section. The overall thermal balance has been found to be
ithin 2%. Nevertheless, preliminary tests were performed to
easure heat exchange to the external ambient and to quantify the

ffect of ambient temperature on the vapor quality.
First of all single-phase pressure drop experiments were per-

ormed to gain critical insight into the test section hydraulic per-
ormance. The frictional pressure drop in the copper tube is ob-
ained from the total measured pressure drop by subtracting the
ocal losses and the pressure loss in the stainless steel sectors

�pCu tube = �ptotal − � �plocal − �pSS tube �1�

The abrupt enlargement and contraction pressure variations
ere estimated according to Ref. �20�. These calculated local val-
es, which were less than 6% of the total measured value, were
ubtracted from the total experimental pressure drop.

The pressure variation in the stainless steel tube is calculated

ith the equation

ournal of Heat Transfer
�pSS tube = 2fSS
LSSGSS

2

DSS�
�2�

where the friction factor fSS is estimated with the proper equation
according to the corresponding Reynolds number, as reported in
Appendix A �Eqs. �A1�–�A4��.

Figure 3 shows the calculated friction factor for the copper tube
against the Reynolds number in the same tube, being the friction
factor defined as

fCu tube = �pCu tube
DCu tube�

2LCu tubeGCu tube
2 �3�

Also in Fig. 3, equations for laminar flow and turbulent flow in
smooth tubes and rough tubes are reported, as the ones by Hagen–
Poiseuille, Blausius, Teplov for rough tubes, and Churchill �21�.
The relative roughness of the tube has been assumed to be equal
to RR=2Ra /D. The agreement between calculated and experi-
mental values is satisfactory.

All the single-phase pressure drop experiments reported here
refer to adiabatic flows. Low Reynolds number data are taken
during subcooled liquid tests, whereas data at high Reynolds num-
bers were taken with superheated vapor. Nevertheless, diabatic
single-phase pressure loss measurements were also performed in a
wide range of test conditions. No significant difference in the
frictional pressure gradient was found by comparing the diabatic
experimental results to the adiabatic data.

After the single-phase tests, two-phase pressure drop tests were
performed during adiabatic flow of R134a and R32 in the same
test section, as described above. The same tests have also been
repeated in different days to check repeatability of the measure-
ments where no essential discrepancies in time have been found.
Figures 4�a� and 4�b� show the total experimental pressure drop
for R134a and R32 at 39–41°C versus vapor quality, at different
mass velocities �referred to the copper tube flow cross-sectional
area�: 400 kg m−2 s−1, 600 kg m−2 s−1, and 800 kg m−2 s−1 for
R134a and 200 kg m−2 s−1, 400 kg m−2 s−1, 600 kg m−2 s−1,
800 kg m−2 s−1, and 1000 kg m−2 s−1 for R32. The total pressure
drop reported in the graphs is the sum of pressure variations in the
stainless steel tubes, in the copper tube, and in the two abrupt
geometry changes. Error bars have been introduced for the vapor
quality in Fig. 4. However, for the highest mass velocities, the
error bars are too small to be read from the graphs. Moreover,
experimental uncertainty of the measured pressure drop is not

Fig. 3 Experimental and calculated friction factors for a 0.96
mm inner diameter circular single minichannel
legible from the graphs either ��0.1 kPa�.
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Figures 4�a� and 4�b� show the comparison between the experi-
ental �ptotal data and the calculated values at 40°C with the
odel of Cavallini et al. �15� �Eqs. �B1�–�B11� in Appendix B� for

rictional losses and according to Paliwoda �22� for abrupt geom-
try changes. Pressure variations for geometry changes were
round 10% of the overall calculated value. The Paliwoda �22�
brupt expansion equation was in good agreement with the Chalfi
nd Ghiaasiaan �23� model, while the Paliwoda abrupt contraction
orrelation agreed with Coleman �9� observations. The present
odel underestimates experimental pressure drops by 25%, as

hown in Figs. 5�a� and 5�b�, where experimental data are com-
ared against calculated ones at the same saturation temperature.

First of all one must consider that the present test section is
ade of a single round channel, whereas most of the data used in

eveloping the model of Cavallini et al. �15� refer to multiport
ubes with square cross sections in some cases.

Besides, in comparison with the aluminum extruded tube tested
y the present authors, the copper minitube presents a consider-
bly higher surface roughness. Therefore, a possible explanation

Fig. 4 Overall experimental pressure losses during adiaba
perature and different mass velocities G „kg m−2 s−1

… in the 0
trends „dashed lines… by the model, which do not consider
Fig. 5 Calculated „Eqs. „B1…–„B11…… v

33107-4 / Vol. 131, MARCH 2009
of the disagreement in Fig. 4 can be related to the surface rough-
ness of the tube. In order to enlighten the effect of the roughness
in the minichannel, one can calculate the liquid film thickness � at
the wall by using the model of Cavallini et al. �14� for condensa-
tion in minichannels during annular flow, based on the analysis of
Kosky and Staub �24� for macrochannels

� =
�+ · 	L

u


=
�+ · 	L


0.5 �L
0.5 =

�+ · 	L

��dp

dz
�

f

D

4
	0.5�L

0.5 �4�

with

�+ = �ReL

2
�0.5

, ReL � 1145

�+ = 0.0504 ReL
7/8, ReL � 1145

two-phase flow of R134a and R32 at 40°C saturation tem-
mm inner diameter circular single minichannel. Calculated

face roughness „Eq. „B1…–„B11……, are also reported.
tic
.96
ersus experimental pressure drop
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ReL =
GD�1 − x��1 − E�

�L

nd the frictional pressure gradient from Eqs. �B1�–�B11� in Ap-
endix B.

Since most of the experimental data are relative to high vapor
ualities �x�0.7�, the dimensionless film thickness �+ calculated
ith the equations above, assuming no entrainment occurs, is less

han 30, which means that the liquid film is laminar near the wall
nd in the transition to turbulent flow away from the wall. It
orresponds to a liquid film ��25 �m, when E=0 and x=0.75.
ith entrainment calculated from Eqs. �B8� and �B9�, the thick-

ess of the liquid film at the wall is around 10–15 �m �x
0.75, 400�G�800 kg m−2 s−1�. Therefore, the surface rough-
ess, with peaks up to 15 �m high, certainly affects the laminar
nd the laminar-turbulent transition sublayers. The liquid flow is
nfluenced by both the vapor shear stress and the surface rough-
ess.

At high mass velocities �G�400 kg m−2 s−1� the liquid lami-
ar sublayer ��+�5� has a thickness ��8–10 �m. When the
eaks are higher than the liquid film thickness, the liquid film may
lso be influenced by the surface tension in the valleys between
he peaks. All these effects are not present in the aluminum ex-
ruded tubes because of the lower surface roughness.

In the end, it can be concluded that the surface roughness af-
ects the motion of the liquid film. There is no evidence that the
iquid entrainment is affected by the surface roughness, except for
he case when the peaks in the surface are in the same height
ange as the liquid film thickness.

With regard to the data presented above, it should also be con-
idered that the geometry of the channel may play a role on the
iquid entrainment: the presence of corners, in fact, should be in
avor of a higher entrainment due to the combined effect of sur-
ace tension and shear stress. Unfortunately, the data available do
ot allow a clear detection of the effect of the geometry in min-
channels and, with regard to data by the present authors, singling

Fig. 6 Overall experimental pressure losses during adiabat
temperature and different mass velocities G „kg m−2 s−1

… in
lated trends „dashed lines… by the model, modified for the s
ut the effect of roughness from the one due to the channel shape.
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Properties of R134a and R32 have been calculated with REF-

PROP 7.0 by NIST �25�.

3 Extension of the Model to Include the Effect of
Surface Roughness

The above discussion points out the necessity to take into ac-
count surface roughness when calculating the frictional pressure
gradient for two-phase flow in mini- and microchannels. Recently
Agarwal and Garimella �26� also correlated the two-phase fric-
tional pressure drops in minichannels with surface roughness. Be-
sides this they suggested different coefficients for their different
channel shapes.

In order to consider the effect of the tube wall roughness, the
all-liquid friction factor of the model of Cavallini et al. �15� �Eq.
�B2� in Appendix B� was corrected in the following way:

fLO
� = 0.046 ReLO

−0.2 + 0.7 · RR for RR � 0.0027 �5�
The above friction factor is in good agreement with the

Churchill curve in the range 3000�ReLO�6000. In Figs. 6 and 7
experimental values of the cumulative adiabatic two-phase pres-
sure drops are compared with predicted values from the model
modified with Eq. �5�. Agreement is satisfactory, even if data are a
little underestimated at high mass velocities and vapor qualities,
suggesting channel shape effects or weakening of entrainment due
to wall roughness.

Pressure drop measurements have also been performed during
condensation of R134a and R32 in the copper minitube with an
inner diameter 0.96 mm. Experiments have been carried out at
three mass velocities: 400 kg m−2 s−1, 600 kg m−2 s−1, and
800 kg m−2 s−1 with vapor qualities varying from 0.95 to 0.10. In
addition, two more mass velocities �1000 kg m−2 s−1 and
1200 kg m−2 s−1� have been tested with the higher pressure fluid
R32.

The total measured pressure variation during condensation tests
is the sum of �ptotal, as defined in Eq. �1� for adiabatic tests, and
the pressure gain due to momentum change �pm. This last term

wo-phase flow of R134a and R32 at around 40°C saturation
0.96 mm inner diameter circular single minichannel. Calcu-

ace roughness effect with Eq. „5…, are also reported.
ic t
the
can be estimated with the equation �derived in Appendix C�
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��in��L
+

�xin + �1 − xin�Ein�2

�1 − �in� · �GC,in
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− G2 · � �1 − xout�2�1 − Eout�2

��out��L
+

�xout + �1 − xout�Eout�2

�1 − �out� · �GC,out
	
�6�

ith �, the volume fraction of the liquid in the film at the wall,
unction of the liquid film thickness � from Eq. �4�, as

� = 1 − �D − 2�

D
�2

nd �GC the homogeneous gas core density from Eq. �B9� in Ap-
endix B.

The comparison between the measured experimental values and
redictions from the modified model give percentage deviations
p of 3–26% for R134a and 1–16% for R32.

Finally, Fig. 8 shows the comparison between the measured
alues by Cavallini et al. �8� in a multiport tube and by Coleman
9� and predictions from the modified model.

Fig. 7 Calculated „model modified with

ig. 8 Comparison between predictions from Cavallini et al.
15‡ model modified with Eq. „5… and experimental data by Cav-

llini et al. †8‡ and Coleman †9‡.
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Data by Cavallini et al. �8� present a small relative roughness
�RR=0.000114�, while Coleman �9� declares for the channels
considered in Fig. 8 a relative roughness varying between 0.0001
and 0.007. Agreement is within +20% and 30%. When the rela-
tive roughness is small, Eqs. �5� and �B2� give almost the same
friction factor and predictions from the present model and the
original analysis of Cavallini et al. �15� are comparable.

4 Conclusions
New pressure drop data taken inside a single minitube with

not-negligible roughness have been presented. The surface rough-
ness affects the single-phase pressure losses, when the flow is
turbulent, and also the two-phase pressure losses in the tested
minichannel.

The single-phase experimental measurements are well predicted
by available models for macrotubes. The two-phase measurements
are satisfactorily predicted by the model of Cavallini et al. �15�,
once a simple modification of the model is introduced to account
for the effect of wall roughness.

A further improvement may be to investigate the dependence of
the entrainment rate in minichannels on the channel shape and
channel size.
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Nomenclature
D � tube inside diameter, m
ep � percentage deviation

=100��pcalc−�pexp� /�pexp
eR � average deviation =�1 /Np��ep

E � entrainment ratio
f � friction factor

F � parameter in Appendix B
g � gravitational acceleration, m s−2

G � total mass velocity, kg m−2 s−1

H � parameter in Appendix B
jG � superficial gas velocity, m s−1

JG � dimensionless gas velocity
=xG / �gDh�G��L−�G��0.5

Np � number of data points

„5…… versus experimental pressure drop
Eq.
p � pressure, Pa
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pR � reduced pressure= p / pc
Ra � arithmetical mean deviation of the assessed

profile �according to ISO 4287: 1997�, �m
Re � Reynolds number

ReL � G�1−x�Dh /�L

ReLO � GDh /�L
RR � relative roughness of the tube
Rz � maximum height of profile �according to ISO

4287: 1997�, �m
T , t � temperature, K, °C
u
 � friction velocity= �
 /�L�0.5, m s−1

x � thermodynamic vapor mass quality
W � parameter in Appendix B
z � axial coordinate oriented with the flow, m
Z � parameter in Appendix B

reek Symbols
� � liquid film thickness, m

�p, Dp � pressure variation, Pa
� � volume fraction of the liquid taking into con-

sideration only the liquid in the film at the
wall

�LO
2 � �dp /dz� f / �dp /dz� f ,LO
� � dynamic viscosity, kg m−1 s−1

	 � kinematic viscosity, m2 s−1

� � density, kg m−3

� � surface tension, N m−1


 � vapor shear stress on the liquid film, N m−2

ubscripts and Superscripts
an � annular
c � critical

calc � calculated
exp � experimental

f � frictional
G � gas phase; gas with its actual mass flow rate

GC � gas core
h � hydraulic

in � at the inlet
L � liquid phase with its actual mass flow rate

LO � liquid phase with total mass flow rate
out � at the outlet

s � saturation
SS � stainless steel
w � tube wall

ppendix A
In detail, the friction factor f in single-phase flow in the stain-

ess steel tube is estimated in laminar flow, for Re�2300, as

f laminar =
16

ReSS
= � 16�

DSSGSS
� �A1�

nd in turbulent flow, for Re�3000, using the Blausius equation

fBlausius = 0.079 ReSS
−0.25 = 0.079� �

DSSGSS
�0.25

�A2�

p to the intersection with the Teplov equation �20� for rough
ubes

fTeplov = 0.25� 1

1.8 log�8.3/RRSS��
2

�A3�

ith RRSS=2RaSS /DSS.
In the transition region, for 2300�Re�3 000

f trans =
fBlausius,Re=3000 − f laminar,Re=2300

3000 − 2300
�ReSS − 2300� + f laminar,Re=2300
�A4�
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Appendix B
Cavallini et al. �15� suggested Eqs. �B1�–�B9� to calculate the

frictional pressure gradient during adiabatic flow or during con-
densation, when the dimensionless gas velocity JG�2.5

�dp

dz
�

f

= �LO
2 �dp

dz
�

f ,LO

= �LO
2 2fLO

� G2

Dh�L
�B1�

fLO
� = 0.046 ReLO

−0.2 = 0.046�GDh

�L
�−0.2

for any ReLO �B2�

�LO
2 = Z + 3.595 · F · H · �1 − E�W �B3�

W = 1.398pR �B4�

Z = �1 − x�2 + x2 �L

�G
��G

�L
�0.2

�B5�

F = x0.9525�1 − x�0.414 �B6�

H = � �L

�G
�1.132��G

�L
�0.44�1 −

�G

�L
�3.542

�B7�

The entrainment ration E from Ref. �27�

E = 0.015 + 0.44 · log���GC

�L
���LjG

�
�2

104	
if E � 0.95, E = 0.95

if E � 0, E = 0 �B8�

where the homogeneous gas core density �GC is given by

�GC = 
 x + �1 − x�E
x

�G
+

�1 − x�E
�L

�
�GC � �G�1 +

�1 − x�E
x

� for �L � �G �B9�

The model, presented above, for the frictional pressure gradient
can be extended to lower vapor qualities and mass velocities
�JG�2.5�, with the constraint to take the higher value between
�dp /dz� f from Eqs. �B1�–�B9� and the all-liquid frictional pressure
gradient �dp /dz� f ,LO for the considered channel geometry �Eqs.
�B10� and �B11��

�dp

dz
�

f ,LO

= 2fLO
G2

Dh�L
�B10�

for ReLO � 2000, fLO = 0.046�GDh/�L�−0.2

for ReLO � 2000, fLO = C/�GDh/�L� �B11�

C=16 for the circular section and C=14.3 for the square section.

Appendix C
Assuming that the gas core and the entrained liquid flow with

the same velocity, as suggested by Hewitt and Hall-Taylor �28�,
the vapor-liquid mixture in the core has density �GC �Eq. �B9��
and velocity uGC from

uGC =
G�x + �1 − x�E�

�1 − ���GC
�C1�

The differential pressure gain due to momentum change is the
sum of the term due to the liquid in the film at the wall and the

quantity due to the liquid-vapor mixture in the core, as
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Multicomponent Energy
Conserving Dissipative Particle
Dynamics: A General Framework
for Mesoscopic Heat Transfer
Applications
A multicomponent framework for energy conserving dissipative particle dynamics (DPD)
is presented for the first time in both dimensional and dimensionless forms. Explicit
definitions for unknown scaling factors that are consistent with DPD convention are
found by comparing the present, general dimensionless governing equations to the stan-
dard DPD expressions in the literature. When the scaling factors are chosen based on the
solvent in a multicomponent system, the system of equations reduces to a set that is easy
to handle computationally. A computer code based on this multicomponent framework
was validated, under the special case of identical components, for one-dimensional tran-
sient and one- and two-dimensional steady-state heat conduction in a random DPD solid.
The results, which compare well with existing DPD works and with analytical solutions
in one and two dimensions, show the promise of energy conserving DPD for modeling
heat transfer at mesoscopic length scales. �DOI: 10.1115/1.3056602�

Keywords: DPD, constant energy, heat transfer, mesoscopic, micro-/nanoscale
Introduction
One of the key challenges in the micro-/nanoworld today is the

nderstanding of thermal management in electronics cooling, heat
xchangers, and materials processing �1�. Multicomponent com-
lex fluids play a vital role in addressing these challenges. For
xample, liquid-vapor mixtures are the working fluid in boiling
eat transfer electronics cooling applications, and nanofluids have
ttracted significant research interest for their potential for en-
anced heat transfer. The contributions from the microstructure of
hese complex fluids can have a significant effect on their dynamic
esponse, which can affect the macroscopic equilibrium and non-
quilibrium transport properties �2�. The continuum methods used
o model such fluids are based on averaged local properties such
s density, velocity, and stress over a large number of atoms or
olecules. Continuum theories can fail at regions such as contact

ines, shocks, and interfaces where a molecular description of the
ystem is required �3�. In many cases, constitutive equations are
ot available for a complete description and complex boundary
onditions are difficult to handle with widely varying time and
ength scales �4�. Microscopic fluctuations are also important,
hich are difficult to incorporate in the already complex partial
ifferential equations at the continuum level. Hence there is a
eed to look at methods where the microscopic physics of the
ystem can be incorporated easily and predictions can be made
bout the micro-/macrobehavior.

Simulation methods such as molecular dynamics �MD� �5,6�
an model systems from an atomistic perspective but are limited
o short length �nanometers� and time �nanoseconds� scales. Col-
oidal suspensions such as nanofluids can have time and length

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 4, 2008; final manuscript re-
eived October 1, 2008; published online January 23, 2009. Review conducted by
obert D. Tzou. Paper presented at the 2008 International Conference on Micro/

anoscale Heat Transfer �MNHT2008�, Tainan, Taiwan, January 6–9, 2008.
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scales that span over 15 orders of magnitude �7�. The relaxation
times for such systems are usually on the order of a few nanosec-
onds to microseconds or more. These time and length scales can-
not be probed using MD as one needs large system sizes and very
long runs to be able to capture the physics. Consequently, mesos-
cale modeling and simulation techniques are required that are ca-
pable of capturing the right physics of these confined solids/fluids
at the nano-/microscale and handling the disparate length and time
scales involved in the process.

In mesoscopic modeling approaches, the fastest time and length
scales of the system at the atomistic level are coarse grained to be
able to probe larger relevant scales. These mesoscopic methods
are mainly divided into two categories—particle based and grid
based. The grid based methods include the lattice Boltzmann
method �LBM� �8� and the lattice gas automata �LGA� �9�. The
particle based methods include the Brownian dynamics �BD� �10�,
the Stokesian dynamics �SD� �11�, the dissipative particle dynam-
ics �DPD� �12�, and the smoothed dissipative particle dynamics
�SDPD� �13�.

DPD is a meshless, coarse-grained, particle-based method used
to simulate systems at mesoscopic length and time scales. The
theoretical basis for DPD has been studied extensively and the
equilibrium basis for isothermal situations has been identified
�14,15�. DPD can be interpreted, loosely, as coarse-grained MD.
Unlike BD, the solvent is modeled explicitly and includes the
hydrodynamic interactions �16�. Essentially atoms, molecules, or
monomers �denoted as “particles”� are grouped together into me-
soscopic clusters �denoted “beads”� that are acted on by conser-
vative, dissipative, and random forces. The interaction forces are
pairwise in nature and act between bead centers. The link between
the theoretical development and application of the method has
been established subsequently �17,18� with applications to mi-
celles and mesophages. The isothermal version of DPD has also
been used to model a wide variety of systems as in the lipid
bilayer membranes �19�, vesicles �20�, polymersomes �21�, binary
immiscible fluids �22�, colloidal suspensions �23�, and nanotube-

polymer composites �24�.
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The original formulation of DPD conserves linear and angular
omentum but not energy �25�. To model heat flow in mesoscopic

ystems using DPD, an additional internal energy variable is in-
roduced �26,27�. The internal energy variable represents the re-
axed degrees of freedom of the particles that make up the bead.
he mechanical energy dissipated due to velocity dependent

orces is transformed into the internal energy of the beads. In
ddition to this, a model of heat conduction �HC� is also intro-
uced to account for heat transfer processes that take place due to
hanges in internal energy. Since beads can have different internal
nergies, temperature gradients can easily be modeled. This model
as been used to study one-dimensional heat conduction in a ran-
om “frozen” DPD solid �28,29� convection rolls �30� and has
ecently been used to study generalized hydrodynamics �31�.

In studies �28–31�, energy conserving DPD has been formu-
ated for and applied to single component systems. As previously
iscussed, multicomponent and multiphase systems such as
iquid-vapor mixtures, nanoparticle suspensions, nanoparticle
omposites, and emulsions are critically important in many heat
ransfer applications. To enable application of energy conserving
PD to such systems, a clear framework for modeling multicom-
onent systems with energy conserving DPD is needed but so far
as not been published in the literature. For this reason, we
resent for the first time a multicomponent framework for energy
onserving DPD that explicitly represents all components in the
ystem. This framework, found in Sec. 2, is a generalization of the
revious implementations of energy conserving DPD �26–31�.

Additionally, the �single component� DPD expressions pre-
ented previously in the literature are typically given in dimen-
ionless form. To relate DPD simulation results to real physical
uantities, scaling factors linking dimensional and dimensionless
uantities must be identified. Although scaling factors for quanti-
ies such as mass, length, and thermal energy have been defined
reviously �17�, scaling factors for other quantities have not been
xplicitly defined. This makes it unclear as to how to compute
imensional physical properties in DPD. Our second new contri-
ution in this work is to find explicit definitions for the unknown
caling factors. These definitions and details of how they were
ound are presented in Sec. 3. Briefly, we follow a nondimension-
lization procedure similar to that used in our previous analysis of
sothermal DPD �32�. In Secs. 4 and 5, we validate the frame-
ork, under the special case of identical components, for one-
imensional transient and one- and two-dimensional steady-state
eat conduction in a random DPD solid. The results, which com-
are well with existing DPD works and with analytical solutions
n one and two dimensions, show the promise of energy conserv-
ng DPD for modeling heat transfer at mesoscopic length scales.

Multicomponent Energy Conserving DPD: Govern-
ng Equations

2.1 Background. In isothermal DPD, bead positions, veloci-
ies, and forces are tracked and the state of a bead in the system is
haracterized by a set of position and momentum coordinates
r ,p�. In energy conserving DPD, an additional internal energy
ariable �i� is introduced �26,27�. This variable represents the
elaxed degrees of freedom of the particles that make up the bead.
t is assumed that the bead represents a local thermodynamic sub-
ystem and that the internal degrees of freedom of the particles
ave fast relaxation time scales. In this way, the internal energy
ecomes a slow variable over the DPD time scale and changes can
e tracked using an energy evolution equation. With this variable,
he state of the system can now be characterized by the position,

omentum, and energy coordinates �ri� ,pi� ,�i�� of all beads.
long with bead internal energy, bead temperature variable Ti�

ay be also be found through
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Ti� = � �Si�

��i�
�−1

�1�

provided that the equation of state linking internal energy, tem-
perature, and bead entropy Si� is known.

The significance of energy conserving DPD is that it is able to
model heat flow in mesoscopic systems by allowing differences in
bead energies and temperatures. The governing equations for mul-
ticomponent energy conserving DPD are discussed below. Key
aspects of multicomponent isothermal DPD, which were dis-
cussed by us previously, have been introduced in abbreviated form
below for clarity. For more details, we refer the reader to Ref.
�32�. Here the main focus is on the additional governing equations
required for the constant energy framework.

2.2 Review of Isothermal DPD. The DPD governing equa-
tions are stochastic ordinary differential equations �SODEs� that
represent continuous Markov processes of the Langevin type �14�.
The equations of motion for the ith bead of component � with
position coordinate ri�, velocity coordinate vi�, and mass m� are
given by

d

dt
�ri�� = vi� �2�

m�

d

dt
�vi�� = Fi�

C + Fi�
D + Fi�

R �3�

where Fi�
C , Fi�

D , and Fi�
R are the conservative, dissipative, and ran-

dom forces acting on the ith bead of component �. These forces,
which have been defined previously �32,15�, are based on pair-
wise interactions between beads of type � and beads of type �.
These interactions depend on bead-bead interaction parameters
a�,�, ��,�, and ��,�, which govern the conservative, dissipative,
and random force interactions between beads i and j of compo-
nents � and �, respectively. Additionally, the forces depend on
position, dimensionless position, and relative velocity vectors be-
tween beads i� and j�. These are defined as

ri�,j� = ri� − r j� �4�

r̂i�,j� =
ri�,j�

ri�,j�
�5�

vi�,j� = vi� − v j� �6�

and the magnitude of the position vector is given by

ri�,j� = 	ri�,j�	 �7�

The conservative, dissipative, and random forces also depend on
arbitrary weight functions that vanish at the cutoff distance ri�,j�
=r�,�

c . Typically the conservative and random weight functions
wi�,j�

C and wi�,j�
R are chosen to be equal to each other. The two

most commonly used weight functions used for these are the
simple Groot/Warren function �17� and the Lucy function �28�.
The dissipative weight function wi�,j�

D is related to the random
weight function; this relationship is discussed in Sec. 2.4. Finally,
the random force depends on a normal random number �i�,j� with
zero mean and unit variance that is chosen independently for ev-
ery pair of interacting beads in the system �17�.

2.3 Energy Conserving DPD: Additional Equations. The
additional governing equations required for the constant energy
framework are based on the mechanical energy of the DPD sys-
tem. For single component systems, the equation for changes in
mechanical energy has been proposed in Refs. �26,27� and derived
briefly in Ref. �33�. To be consistent with the notation introduced
for a multicomponent system, the derivation is redone and de-
scribed below. The total mechanical energy of the system is de-

fined as the sum of potential and kinetic energies:
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Emech =
1

2

�



�



j��i�

N�

Vi�,j��ri�,j�� +
1

2

�

m��vi� • vi�� �8�

he change in mechanical energy can then be written as

d�Emech� = d� 1

2

�



�



j��i�

N�

Vi�,j��ri�,j���
+ d�1

2

�

m��vi� • vi��� �9�

he first term in Eq. �9� simplifies as

d� 1

2

�



�



j��i�

N�

Vi�,j��ri�,j��� = −
1

2

�



�



j��i�

N�

Fi�,j�
C • vi�,j�dt

�10�

or the second term, note that vi� is a stochastic variable and that
mech is a function of this variable. The derivative of d�vi�•vi�� is
iven by a stochastic Taylor expansion of the function �Ito’s for-
ula� �34�. Applying this expansion to the second term on the

ight-hand side �RHS� of Eq. �9� gives

d�1

2

�

m��vi� • vi��� = 

�

m��vi� • d�vi���

+
1

2

�



�



j��i�

N�

ma

��,�
2 �wi�,j�

R �ri�,j���2

m�
2 dt

�11�

sing Eq. �3�, the first term on the right-hand side of Eq. �11� can
e simplified further. Equation �9� can then be simplified using
qs. �10� and �11� and written as

d�Emech� = −
1

2

�



�



j��i�

N�

Fi�,j�
C • vi�,j�dt + 


�

vi� • �Fi�
C + Fi�

D

+ Fi�
R �dt + 


�



�



j��i�

N� m�
−1

2
��,�

2 �wi�,j�
R �ri�,j���2dt

�12�

y breaking the summation in the second term of Eq. �12� in
erms of � and � and simplifying, we obtain

d�Emech� =
1

2

�



�



j��i�

N�

vi�,j� • �Fi�,j�
D + Fi�,j�

R �dt

+ 

�



�



j��i�

N� m�
−1

2
��,�

2 �wi�,j�
R �ri�,j���2dt �13�

It is now assumed that the mechanical energy dissipated in Eq.
13� is invested in raising the internal energy �i� of the DPD beads
n the system �26,27�. The mechanical energy dissipated due to
elocity dependent forces is transformed into the internal energy
f the beads. In addition to this, a model of heat conduction is also
ntroduced to account for heat transfer processes that take place
ue to changes in internal energy. Since beads can have different
nternal energies, temperature gradients can easily be modeled.

The total internal energy change d��i�� for a bead i of compo-
ent � is given by

d��i�� = d��i�
VH� + d��i�

HC� �14�

here energy changes arise from two sources. The first source is
he change in mechanical energy, which leads to viscous heating

VH� in the system

ournal of Heat Transfer
d�Emech� = − 

i�

d��i�
VH� �15�

Using explicit definitions of forces from Ref. �32� in Eq. �13�, the
viscous heating term can be written as

d��i�
VH� =

1

2

�



j��i�

N�

��,�wi�,j�
D �ri�,j���vi�,j� • r̂i�,j��2dt

−
1

2

�



j��i�

N�

��,�wi�,j�
R �ri�,j���vi�,j� • r̂i�,j��dWi�,j�

−
m�

−1

2 

�



j��i�

N�

��,�
2 �wi�,j�

R �ri�,j���2dt �16�

The second source of internal energy change arises from differ-
ences in internal energy content between the beads. This bead-
bead transfer is modeled as a mesoscopic heat conduction �HC�
term. This term is proposed �26,27� from the theory of irreversible
thermodynamics to be

d��i�
HC� = 


�



j��i�

N�

K�,�
� � 1

Ti�
−

1

Tj�
�wi�,j�

� �ri�,j��dt

+ 

�



j��i�

N�

��,�
� wi�,j�

�R �ri�,j��dWi�,j�
� �17�

In Eq. �17�, the first term corresponds to the transfer of heat due to
differences in bead temperature �internal energy� and the second
term corresponds to fluctuations due to a random heat flux. K�,�

� is
a mesoscopic heat conduction term and ��,�

� determines the
strength of the random heat flux in the system. The relation be-
tween ��,�

� and K�,�
� will be discussed in Sec. 2.4.

Equation �17� may be considered a mesoscopic constitutive law
for heat conduction in which discrete beads exchange energy and
undergo thermal fluctuations. However, it is important to note that
the equation is not directly analogous to the Fourier law since no
gradients or areas appear directly in the equation. Consequently,
K�,�

� is similar to but not precisely the same as the macroscopic
thermal conductivity.

As with the random force term discussed above, the random
heat flux is modeled as a Weiner process dWi�,j�, which for com-
puter simulations becomes

dWi�,j�
�

dt
=

�i�,j�
� dt1/2

dt
= �i�,j�

� dt−1/2 �18�

Again �i�,j�
� is a normal random number of zero mean and unit

variance that is chosen independently for a pair of beads at each
time step.

2.4 Considerations From Fluctuation: Dissipation Rela-
tions and Detailed Balance Conditions. The values of the DPD
parameters and the functional form of the dissipative force weight
functions introduced above are found through the fluctuation-
dissipation �F-D� theorem and detailed balance conditions. The
SODEs that govern the motion of DPD beads can be converted to
an equivalent Fokker–Planck description of equations �34�. These
equations give the evolution of probability distribution of the de-
grees of freedom of a given system. For the Fokker–Planck sys-
tem to have an equilibrium distribution function, certain F-D re-
lations have to be satisfied.

The weight functions used both in the momentum and energy
equations satisfy the following relation:

wi�,j�
D �ri�,j�� = �wi�,j�

R �ri�,j���2 �19�

w� �ri�,j�� = �w�R �ri�,j���2 �20�
i�,j� i�,j�
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The friction parameter in the constant energy case is different
rom that of isothermal DPD, as it now depends on the individual
uctuating bead temperatures instead of the system temperature

��,� =
��,�

2

4kB
� 1

Ti�
+

1

Tj�
� �21�

his property ensures that temperature gradients can be sustained
n this version of DPD. The random heat flux parameter ��,�

� is
elated to the mesoscopic heat conduction term K�,�

� using the
ollowing F-D based expression:

���,�
� �2 = 2kBK�,�

� �22�

Since the total mechanical energy Emech is conserved, it follows
hat Eq. �17� is antisymmetric under particle exchange, i.e., the
eat lost by a bead during heat conduction must be gained by the
ther bead. If the indices �i� , j�� are switched, the only way the
ntisymmetry will be maintained is by assuming that �1� the heat
onduction term is symmetric under particle interchange

K�,�
� = K�,�

� �23�
nd �2� the increments of the random heat flux Weiner process
ave the following property:

dWi�,j�
� = − dWj�,i�

� �24�
In addition, the system has to satisfy other properties known as

etailed balance �33�, which follow from the process being mod-
led as Markovian and the Fokker–Planck description of the sys-
em

��,� = �o��i� − � j��n1 �25�

K�,�
� = K0kB��i� + � j�

2
�n2

�26�

here �0 represents the strength of the noise level and K0 is the
eat collision frequency of the system. The exponents n1 and n2
ontrol the temperature dependence of the noise and mesoscopic
eat conduction terms, which is related to the energy in Eq. �1�.
s dimensional consistency requires that the units of ��,� and

�,�
� not vary based on the choice of n1 and n2, it follows that �0
nd K0 are not constants but are values whose units vary with n1
nd n2. The precise form of this variation is shown in Eqs. �33�
nd �34� of Sec. 3.3, which give the �dimensional� scaling factors

0
� and K0

�.

Nondimensionalization and Scaling Factors

3.1 Background. The multicomponent energy conserving
PD expressions introduced in Sec. 2 are in dimensional form.

mportantly, the parameters in these expressions are also dimen-
ional. The difficulty in performing dimensional DPD simulations,
hich are required for computation of real physical quantities and
odeling real engineering processes, is that the appropriate di-
ensional parameters to use in these expressions are often not

nown. Although dimensionless values of all needed parameters
re readily available in the literature, the scaling factors required
o convert between the dimensional and dimensionless represen-
ations are not available for all parameters. This issue is addressed
hrough the two-step procedure discussed below.

3.2 Dimensionless Equations From General Scaling
actors. Following Munson et al. �35�, the governing equations
re nondimensionalized using general scale factors that have not
et been defined in terms of the known parameters of the system.
his is done for generality since the proper explicit definition of
cale factors from such parameters depends on the dominant
hysical processes of the problem of interest and these are not
ecessarily the same for every DPD problem. As a related con-
inuum fluid mechanics example, in high speed flows pressure is

caled by the product of density and the square of freestream
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velocity, while for very low speed flows it is scaled by viscous
stress �36�. Thus, the scaling factor is problem dependent. Simi-
larly for DPD, conservative forces in DPD are negligible for some
types of fluids �e.g., ideal fluids�, so universal use of the conser-
vative force parameter as a scale factor would lead to poor scal-
ing, e.g., nondimensional variables approaching infinity, for those
fluids.

The scaling factors for the DPD variables are denoted with an
asterisk � �� and the dimensionless quantities are denoted with a
bar, as shown in Table 1. These scaling factors define the DPD
units used in the simulations. The scaling factors for variables
used in Secs. 2.1 and 2.2 and the reduced equations that arise from
this have been derived elsewhere �32�. For brevity, the dimension-
less forms of only the energy equations �16� and �17� are shown
below:

d��̄i�
VH�

dt̄
=

1

2

�



j��i�

N� ����v��2t�

�� ��̄�,�w̄i�,j�
D �r̄i�,j���vi�,j� • r̂i�,j��2

−
1

2

�



j��i�

N� ���v��t��1/2

�� ��̄�,�w̄i�,j�
R �r̄i�,j��

��vi�,j� • r̂i�,j���̄i�,j�dt̄−1/2

−
m̄�

−1

2 
 

N� � ����2t�

m��� ��̄�,�
2 �w̄i�,j�

R �r̄i�,j���2 �27�

Table 1 Dimensionless quantities and scaling factors for pa-
rameters used in the DPD system

Lengtha r =
r

r�

Velocitya v =
v

v�

Timea
t̄ =

t

t�

Massa
m̄ =

m

m�

Forcea F =
F

F�

Conservative force parametera
ā =

a

a�

Dissipative force parametera
�̄ =

�

��

Random force parametera
�̄ =

�

��

System volumea
	̄ =

	

	�

Bead temperature T̄ =
T

T�

Internal energy �̄ =
�

��

Mesoscopic heat conduction parameter K̄� =
K�

�K���

Random heat flux parameter �̄� =
��

�����

Strength of noise level �̄o =
�o

�o
�

Heat collision frequency K̄0 =
K0

K0
�

aFor more details, Refer to Ref. �32�.
� j��i�
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d��̄i�
HC�

dt̄
= 


�



j��i�

N� � �K���t�

��T� �K�,�
� � 1

T̄i�

−
1

T̄j�
�w̄i�,j�

� �r̄i�,j��

+ 

�



j��i�

N� � ������t��1/2

�� ��̄�,�
� w̄i�,j�

�R �r̄i�,j���̄i�,j�
� dt̄−1/2

�28�
Two key points arise from the above expressions. The first point

s that all parameters, including variables and material/system pa-
ameters, are nondimensionalized by DPD convention in such a
ay that the dimensionless parameter value is not equal to 1. For

xample, the dimensionless random ��̄�,�� force parameter com-
only assumes the value 3 for water at room temperature �17�.

3.3 Explicit Definition of Unknown Scaling Factors. The
econd point important point from Eqs. �27� and �28� is that the
eneral scaling factors, which as of yet have not been defined, are
rouped into square bracketed prefactor terms on the right-hand
ide of the equations. By direct term-by-term comparison to stan-
ard DPD equations in the literature �17�, we are able to explicitly
efine the unknown scaling factors in a manner consistent with
tandard DPD practice. Specifically, the square bracketed terms
ust equal 1 to achieve such consistency. This sets the relation-

hips between scaling factors and enables unknown factors to be
ound from known factors.

The model of Groot/Warren explicitly defined scaling factors
or mass, length, and thermal energy but did not do so for several
ther important quantities in Table 1. In our previous work �32�,
e explicitly defined the remaining scaling factors for isothermal
PD. We use the same procedure here to extend it to the addi-

ional energy equations �27� and �28� required in energy conserv-
ng DPD. The scaling factors chosen here are based on the solvent
n a multicomponent system, which has faster time scales com-
ared with the suspended particles or monomers. The solvent
omponent is denoted by the subscript �1� and solvent-solvent
nteractions are denoted by the subscript �1,1�.

The explicit scaling factor definition is found by first recalling
he internal energy and temperature scaling factors defined by

ackie et al. �30�. The bead internal energy scale is chosen as the
hermal energy scale of the solvent

�� = �kBT��1� �29�

he bead internal temperature scale is set to be the same as the
emperature of the solvent

T� = T�1� �30�

Using the scaling factors from Ref. �32� and Eqs. �29� and �30�
nd setting the square bracketed terms in Eq. �27� �����v��2t� /���,
��v��t��1/2 /���, and �����2t� /m����� and Eq. �28� ���K���t� /��T��
nd ����t��1/2 /���� equal to 1, we have the following definitions
or the scaling factors for the mesoscopic heat conduction param-
ter and random heat flux parameter:

�K��� =
T�1��kBT��1�

3/2

m�1�
1/2r�1,1�

c �31�

����� =
�kBT��1�

5/4

m�1�
1/4�r�1,1�

c �1/2 �32�

imilarly, by casting Eqs. �25� and �26� in dimensionless form and
etting the square bracketed terms to one, the scaling factors of �0

�

nd K0
� become

�0
� =

��

� n1
�33�
�� �

ournal of Heat Transfer
K0
� =

�K���

kB����n2
�34�

Once all the dimensionless groupings and scaling factors have
been identified, Eqs. �19�–�22� and �25�–�28� can be easily rewrit-
ten in reduced form. From this, we recover a multicomponent
version of the standard dimensionless DPD equations �26,27,33�.
An important consideration in DPD nondimensionalization is that
no simplification �i.e., reduction in number of parameters� is
achieved by scaling the DPD parameters. This is due to the con-
vention in DPD of nondimensionalizing material parameters in
such a way that the dimensionless parameter values are not equal
to 1. The result is that the dimensionless variables appear in the
equations instead of vanishing, leaving the number of dimension-
less parameters the same as the number of dimensional param-
eters. In this sense, DPD nondimensionalization is different from
the standard nondimensionalization approaches used in continuum
fluid mechanics whereby assembling dimensional parameters into
dimensionless groups leads to a reduction in the number of pa-
rameters necessary to specify a problem.

4 One Dimensional Steady: State and Transient Heat
Conduction

As a first step in validating the multicomponent model formu-
lated above, the heat conduction model in Eq. �28� is compared
with analytical solutions for steady and unsteady heat conduction
in one and two dimensions. Additionally validations are per-
formed against existing work in the literature by Ripoll et al.
�28,29,33�. To implement heat conduction, simulations were per-
formed on a DPD solid with “frozen” beads randomly oriented
with respect to cubic lattice sites. i.e., the beads are not allowed to
move. This model serves as a particle-based counterpart for the
fluctuating Fourier equation for heat conduction �26�. A simple
Euler algorithm was used to march forward in time. The beads are
enclosed with infinite walls in the z-direction �see Fig. 1�. Periodic
boundary conditions are imposed in the other two directions. Con-
stant temperature boundary conditions are imposed on the two
walls. The beads are set at an intermediate temperature initially.
The parameters for the simulations are reported in Table 2. All
simulations were performed using the Lucy function for the con-
servative and random weights:

w̄i�,j��r̄i�,j�� =
105

6

�1 + 3

r̄i�,j�

r̄�,�
c ��1 −

r̄i�,j�

r̄�,�
c �3

�35�

The dissipative weights are found by squaring the Lucy function,

Fig. 1 Initial setup for one-dimensional heat conduction with
N=3000 and Nwall=1764; figure rendered using VMD †39‡
following Eqs. �19� and �20� in Sec. 2.4.
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The volume is divided into bins and the bead temperature T̄i� is
veraged in each bin. The relation between temperature and en-
rgy �Eq. �10�� was chosen to be the same as that of Ripoll et al.
28,29,33� in order to compare the present results to theirs. In this
odel, it is assumed that a simple linear law relates the bead

nternal energy and temperature

�i� = CvTi� �36�

ere Cv is the heat capacity of the DPD beads and has the units of
/K. This simple equation of state is that of a perfect solid and is
good approximation for metals. Using the scaling factors in Eq.

36�, this simplifies to

�̄i� = �̄cT̄i� �37�

here �̄c=Cv /kB is the dimensionless heat capacity. Using Eqs.
1� and �36�, the entropy of the beads can be written as

Si� = Cv ln��i�

Cv
� �38�

Ripoll et al. �28,29,33� used a value of n2=2 in Eq. �34� so that
he mesoscopic thermal conduction parameter would depend on
nergy �or temperature through Eq. �36�� in a quadratic manner.
e use the same value in our simulations. Equation �33� does not

eature in these simulations; it is used only in Eq. �27�, which is
ot solved since the beads are frozen and have no momenta. Simi-
arly parameters ā , �̄ , �̄ are not used as they only appear in equa-
ions for momentum conservation and viscous heating. Therefore,
o value of n1 is needed in the present simulations. Ripoll et al.
28,29,33� observed that for very small values of dimensionless
eat capacity �̄c�10, the random heat flux term produces a nega-
ive temperature in some beads. This violates the second law of
hermodynamics by producing a flow of internal energy from a
old bead to a hot bead. Hence �̄c is chosen to have the numerical
alue of 1000 to ensure stability of the system. More generally, if
eal systems were to be modeled, the total heat capacity of the
PD system would have to be matched with the true heat capacity

s

N�̄ckB

	
= �realCv,real �39�

Simulations in this study were run for different densities �̄�1�

able 2 Value for parameters used in the heat conduction
odel

arameter Value

3000, 5184, 10125

wall 1764, 5954
¯ = L̄3 103, 123, 153

�1,1�
c 1.0, 1.39, 1.71, 2.0, 2.19

0 1e-04

c 1000.0

hot Range 2–25

cold 1.0

�1� 3, 8, 15, 24, 31.62

�1�
m 3

¯ �1� 1.0
t̄ 0.01

2 2
nd at different temperature gradients defined as

33108-6 / Vol. 131, MARCH 2009
�̄T̄ =
T̄hot − T̄cold

L̄
�40�

The simulations were allowed to run for 400,000 iterations until a
steady state was reached. The bead temperature was binned and
recorded at each time step and averages were calculated over the
next 100,000 iterations. For smaller temperature gradients, we ob-
serve that the temperature profile is not perfectly linear. This could
be due to the fluctuations in the algorithm having a greater effect
than the imposed temperature gradient. However, for larger tem-
perature gradients and all densities simulated, the profile is close
to linear, as shown in Fig. 2. The straight line in Fig. 2 corre-
sponds to the steady state solution to the 1D continuum heat dif-
fusion equation �37�. In Fig. 2, the ends have large error bars
because there are fewer beads in those bins. The initial setup of
the random lattice of DPD beads was first equilibrated using walls
with a finite repulsion and is responsible for the fewer beads at the
ends.

In Fig. 2, the slight deviation of the temperature profile at dif-
ferent densities from the analytical solution could be attributed to
differences between the Fourier continuum model and the
particle-based simulation method with a pair conduction interac-
tion. The trend in Fig. 2 is similar to the results of Ripoll et al.,
which involved a large number density. Ripoll et al. �28� reported
that the strength of the fluctuations in the model varies inversely
with �̄c. The heat capacity, being an extensive property, is a good
measure of the size of the beads. For larger values of �̄c, the size
of the beads approaches continuum limits. Based on this idea, it is
expected that larger values of �̄c compared with the one used here
in the simulations would reduce fluctuations and reproduce Fou-
rier’s law of heat conduction more accurately. Also based on Ri-
poll’s �33� work, it is expected that grid-based �beads arranged on
a regular gridlike structure� lattices would reduce the deviations
from linearity.

The transient instantaneous temperature profiles are shown in
Fig. 3 for the particular case of N=5184, �̄�1�=3.0 along with the
analytical solution �38�. The trends shown in Fig. 3 compare well

Fig. 2 Time averaged dimensionless steady-state temperature
for a system with N=3000, �̄

„1…=3.0,15.0,31.62
with the results of Ripoll �33�, which were for a significantly
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igher number density and which were deterministic, as they only
nvolved the first term of Eq. �28�. Higher temperatures were
ometimes observed in the instantaneous temperature profiles at
he ends due to the stochastic nature of algorithm and the smaller
umber of beads in those regions.

Next a set of simulations was performed where the dimension-
ess mesoscopic heat flux is calculated using the following expres-
ion for different applied temperature gradients:

q =
1

	̄



�



�



j��i�

N�

K�,�
� � 1

T̄i�

−
1

T̄j�
�w̄i�,j�

� �r̄i�,j��ri�,j� �41�

ipoll �33� defined a heat current that is the same as Eq. �41�
ithout the volume term 	̄. The heat flux is calculated at every

ime step and averaged over the last 100,000 time steps after the
ystem has reached a steady state.

As per the macroscopic heat conduction law, the heat flux from
he hot wall to the cold wall must be a constant at steady state.
his is exactly what we observe in our simulations and is quanti-
ed by the very small error in the calculation of average heat flux.
he ratio error=std.dev /�Nsteps was used to calculate the stan-
ard error in the mean heat flux and was found to be less than 1%
n most cases.

Figure 4 shows the variation of dimensionless heat flux with
imensionless temperature gradient for a particular case of �̄�1�
31.62. The linear dependence of heat flux on the imposed tem-
erature gradient is very good and reproduces Fourier’s law of
eat conduction very well. Qualitatively the results compare very
ell with Ripoll. Quantitatively the value of the slope calculated
sing Fig. 4 is different from that of Ripoll. This is likely due to
he differences in scaling parameters used for nondimensionaliza-
ion, which are not very clear from Ripoll’s work. Simulations for
ther densities given in Table 2 also show similar behavior.

The dimensionless thermal conductivity was calculated using

ig. 3 Instantaneous dimensionless temperature profiles with
ncreasing time for a system with N=5184, �̄

„1…=3.0. The solid
ines indicate the analytical temperature profiles and the points
ndicate the DPD simulation results.
he following expression:

ournal of Heat Transfer
�̄th = −
q̄z

�̄T̄
�42�

The thermal conductivity in Eq. �42� was calculated for a system
with N=3000 beads and varying densities: �̄�1�=3.0–31.62. The
results are shown in Fig. 5 as a function of the dimensionless
density. The results given in Ref. �33� are presented in terms of
thermal diffusivity, which is related to the thermal conductivity
through the mass density and specific heat. Figure 5 indicates that
thermal conductivity increases with increase in density as a power
law as �̄�1�

1.65. Ripoll indicated that their thermal diffusivity results

increases with the density as �̄�1�
2/3. However, the exact details of

Fig. 4 Dimensionless time averaged heat flux as a function of
imposed temperature gradient for a system with N=3000, �̄

„1…

=31.62; the solid line is a linear fit to the simulation results.

Fig. 5 Dimensionless thermal conductivity as a function of di-

mensionless density
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he scaling factors used by Ripoll are not known; hence, the re-
ults in Fig. 5 are hard to compare directly to their results. How-
ver, increase in thermal conductivity with density is physically
orrect and the model does capture that effect.

Two-Dimensional Heat Conduction
To further strengthen the heat conduction model and its capa-

ilities, we extended the one-dimensional model to two dimen-
ions to compute the steady-state solution for which the analytical
olution is well known. In this model, the frozen DPD beads are
nclosed by walls in the y- and z-directions and periodic boundary
onditions are applied in the x-direction.

The system parameters remain the same as given in Table 2, but

nly the N=10125, �̄=3.0 case is presented here with T̄hot=25.0.
or this model the analytical solution is given in Ref. �37�. The
ystem was equilibrated for 400,000 iterations and the data were
ollected over the next 100,000 iterations. Bead temperature was
ecorded and averaged in the 2D y-z plane by dividing the area
nto 100 bins. Averages were also taken by taking slices of
he plane along the x-direction. In Fig. 6, the analytical solution
s plotted in the background and is shaded along with the
PD simulations shown as dark black isotherms. The data

n Fig. 6 are presented in terms of the transformed variable �̄

�T̄− T̄cold� / �T̄hot− T̄cold�. Both the analytical solution and simula-
ion results were calculated at the bin centers shown in lower left
and corner of Fig. 6. For this reason alone, the isotherms do not
eem to originate from the corners near the hot wall. As the res-
lution of the grid is changed and made finer, the isotherms would
ndeed become sharper close to the wall and merge into the cor-
ers next to the hot wall. For the grid resolution picked here, the
PD simulation isotherms seem to lie perfectly within the shaded

egions predicted by the analytical solution. The agreement with
heory is excellent.

Conclusions
A multicomponent framework of the energy conserving DPD
odel is presented. Explicit definitions for unknown scaling fac-

ors that are consistent with DPD convention are found by com-

Fig. 6 Steady state isotherms for the two-dimensional heat
the variation in �̄ over the yz domain
aring the present general dimensionless governing equations to

33108-8 / Vol. 131, MARCH 2009
the standard DPD expressions in the literature. These factors will
enable engineering calculation of real physical properties with
DPD. The framework is validated for the special case of identical
components in one and two dimensions. The steady one-
dimensional heat conduction model is compared against the exist-
ing results and reproduces Fourier’s law for cases shown here, and
transient one-dimensional heat conduction also matches the ana-
lytical solution. The model is extended to a two-dimensional prob-
lem and also shows excellent agreement with analytical solutions.
The general framework developed here will be useful for particle-
based modeling of thermal transport in multicomponent systems.
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Nomenclature
a � conservative force parameter

Cv � specific heat capacity
E � energy of system
F � force acting at bead center

kB � Boltzmann’s constant
L � domain length
m � mass of bead
N � number of beads in system

Nm � number of particles per bead
q � heat flux vector
r � position vector of bead center

rc � cutoff radius for bead-bead interaction
S � bead entropy
t � time

t � time step
T � bead temperature

Thot � hot wall temperature
Tcold � cold wall temperature

v � velocity vector of bead center
V � potential energy
w � weight function
�

nduction model; analytical solution †37‡ is shaded showing
co
dW ,dW � increments of the Weiner process
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reek Symbols
	 � box volume
� � bead volume
� � dissipative force parameter
� � random noise parameter

�0 � strength of random noise parameter
�, �� � normal random number

� � bead internal energy
K � mesoscopic heat conduction parameter

K0 � strength of mesoscopic heat conduction
parameter

� � random heat flux parameter
�th � thermal conductivity

ubscripts and Superscripts
� � type of component
� � type of component

i , j ,k , l � bead numbers
�1� � component �1� with bead volume 90 �A0�3

C � conservative
D � dissipative
R � random

mech � mechanical
th � thermal

wall � wall
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Heat Transfer Characterizations
of Heat Pipe in Comparison
With Copper Pipe
The article presents some significant experimental data for studying the heat transfer
behavior of heat pipe, which will further help the cooling efficiency improvement of the
heat pipe cooler. It is well known that the heat pipe owns the extreme large heat conduc-
tivity and is often integrated with cooling plates for CPU cooling. The heat pipe uses
special heat transfer techniques to obtain extremely large heat conductivity, which are the
inside liquid evaporation for heat absorption and the inside microstructural capillarity
for condensation. These special techniques yield the instant heat transfer from the heat
source to the remote side directly, but the special heat transfer behavior is changed due
to the integration with cooling plates. The destroyed heat transfer behavior of the heat
pipe causes the cooling efficiency of the heat pipe cooler to be not able to reach a
predicted good value. To improve the cooling efficiency of the heat pipe cooler we recover
the original heat transfer behavior of the heat pipe integrated with cooling plates. This
work first built a CPU simulator in accordance with the ASTM standard for heating the
heat pipe, then uses the color schlieren technique to visualize the sequent heat flux nearby
the heat pipe and the infrared thermal camera for quantitative temperature measurements
synchronously. The result shows that the heat flux first appears at the opposite side from
the heat source and there exhibits also the highest temperature. This is different from the
heat transfer behavior of the copper pipe. Another very interesting result is that the heat
flux of the cooling plate nearest to the heat source is first viewed than the others, which
is similar to the integration with the copper pipe. �DOI: 10.1115/1.3056571�

Keywords: heat transfer behavior, heat pipe, CPU cooling, microstructural capillarity
Introduction
Since 2004 the Intel company declared to produce the Intel

PU speed of computer up to its Prescott 3 GHz; the AMD com-
any had the same decision later. The reason is that the overheat
roblem cannot be solved effectively. Beyond 3.0 GHz, practical
ooling of the CPUs becomes a significant challenge. Up to 4.0
Hz of CPU speed in work, the generation of extremely large
eat is until now without perfect solution. Figure 1 shows the
evelopment of thermal design power �TDP� for Intel P4 CPU �1�.

A lot of technologies, e.g., thermal electric �TE� cooler, heat
ipe, spray cooling, etc., have been discussed and in use, where
he TE cooler is active and the heat pipe and the spray cooling are
assive in principle �2�. Cooling methods are normally divided
nto two types, active and passive, by means of different applied
rinciples, where the active cooling method uses the forced cool-
ng technology to carry heat off and the passive cooling method
ses the natural heat transfer. Passive cooling methods are further
ivided into the natural thermal conduction, the water cooling,
nd the air cooling in accordance with the applied transferring
edium. A heat pipe is a passive cooling device with extremely

igh thermal conductivity, which is a heat transfer mechanism that
an transport large quantities of heat with a tiny difference in
emperature between the hot and the cold interfaces. While the
eneral principle of the heat pipes using gravity dates back to the
team age, the benefits of employing capillary action were first
oted by Grover at Los Alamos National Laboratory in 1963 and

1Also at Department of Refrigeration, Air-Conditioning, and Energy Engineering,
ational Chin-Yi University of Technology, Taiwan.
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eat Transfer �MNHT2008�, Tainan, Taiwan, January 6–9, 2008.
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subsequently published in the Journal of Applied Physics in 1964
�3�. The application of heat pipe for cooling is a newly developed
technique due to its extremely large thermal conductivity and nor-
mally integrated with the cooling plates, which is also named heat
pipe cooler. The flow phenomenon between the cooling plates
decides the cooling efficiency, and the cooling plates are normally
built in microstructure �4�.

Cotter �5� in 1984 first presented his technology of heat pipe
using working fluid within the closing vacuum hollow copper tube
and Lee �6� in 1998 described the spreading resistance in the heat
pipe cooler. Nguyen et al. �7� used the module of the heat pipe
cooler in the notebook to reduce the total heat resistance. Accord-
ing to the special technique, heat pipe has a positional discrete
heat transfer property while the copper pipe is continuous. The
nontraditional heat transfer property in the heat pipe causes its
unexpected cooling efficiency. Theoretically, applying the heat
pipe cooler should have a relative large cooling efficiency than the
copper pipe cooler since the heat pipe has over 25 times thermal
conductivity than the copper pipe, but the increasing value is ac-
tually not the same as expected �8�. The fact is that the heat
transfer of the heat pipe cannot reach the end point after integra-
tion with cooling plates.

Whether cooling efficiency cannot reach the predicted value is
the main question for the heat pipe cooler. Most of the studies on
the heat pipe cooler ignored the considerations on the heat transfer
behavior change in heat pipe and discussed only its integrating
structure �9,10�. A standard application of heat pipe is in connec-
tion with cooling plates, but the integration of heat pipe cooler has
changed the original heat transfer behavior of the heat pipe. Fig-
ure 2 shows the schema of the general heat pipe cooler.

The heat transfer behavior of the heat pipe is similar to the
copper pipe due to its integration with cooling plates, which will
reduce its cooling efficiency. Most of the publications on the topic

of heat pipe cooler focused on the structural studies of cooling

MARCH 2009, Vol. 131 / 033109-109 by ASME
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lates for cooling improvement �9,10�. Studies on the heat transfer
ehavior inside the heat pipe are relatively few. This work dis-
usses the inside heat transfer property change in heat pipe inte-
rated with cooling plates using experimental methods. It was
ound that the change in heat transfer behavior in heat pipe inte-
rated with cooling plates is the main reason for the lack cooling
fficiency. The cooling plates far from the heat source cannot
each sufficient cooling efficiency. This work found also that a
ew structure of heat pipe for integration with cooling plates
hould be designed to keep the original heat transfer behavior of
he heat pipe after integration with cooling plates.

Experimental Details
The applied technologies for measuring the time dependent

hange in surface temperature distribution on the heat and the
opper pipes, as well as the visualization of heat flux nearby the
eat and the copper pipes, use the infrared thermal photography
nd the color schlieren technique individually.

2.1 Infrared Thermal Photography. The infrared thermal
amera can derive a two dimensional image with the surface tem-
erature distribution of the object quantitatively and dynamically.
lthough the infrared thermal camera is convenient to do noncon-

act recording of the surface temperature distribution quantita-
ively, it has to adjust against the effect of the surroundings and
he object surface. This work used the IRISYS infrared thermal
amera, which has a 16�16 pixel resolution, 8 frames/s captur-
ng speed, and the optical lens with a 30 cm built-in focal length.
he measuring effect is equal to 256 sensors uniformly setup on a

Fig. 1 TDP development of Intel P4 CPU †1‡
Fig. 2 Schema of the general heat pipe cooler

33109-2 / Vol. 131, MARCH 2009
13�13 cm2 area, which has a standard measuring error ~2%. A
calibration has been made using a thermocouple thermometer with
deviation ~2% in the temperature range of 20–80°C.

Figure 3 exhibits a photo of the heat pipe built on the CPU
simulator. A CPU simulator with the contact area 31�31 mm2, in
accordance with the ASTM D5470 standard including a T form
copper block, some glass wool, fireproof board, two 150 W car-
tridge heaters, and a 300 W power supply, was built in the heat
source for heating the copper and the heat pipes. In the experi-
mental setup we use the IRISYS infrared thermal camera to record
the time dependent change in the temperature distribution on the
heated copper or heat pipes.

A �out=6 mm, �in=5.4 mm, L=200 mm copper tube was
used in comparison with the heat pipe, where �out is the outer
diameter, �in is the inner diameter, and L is the length of the
copper tube. The used heat pipe has the same dimensions as the
copper tube. It has the grooved wick structure and is often inte-
grated with cooling plates for applications. The applied working
fluid for the heat pipe is 4.51 mg water. Figure 4 shows the sche-
matic cross section of the heat pipe.

The capturing screen of the infrared thermal camera shows 16
�16 pixels corresponding to the 16�16 temperature sensors.
Figure 5 represents the corresponding positions with the heated
copper and heat pipes, which will be applied to the data evaluation
in Sec. 3.

2.2 Color Schlieren Technique. Schlieren technique is often
used to obtain the two dimensional refraction index gradient dis-
tribution within a transparent object �11,12�. Visualization of the
heat flux nearby the copper and the heat pipes using the color
schlieren technique with the standard setup of Z-arrangement is
shown as a photo in Fig. 6.

Experimental performance used water as the visualized medium
due to its larger Gladstone–Dale constant �Kwater=2.526 cm3 /g�
�13�. The thermal conductivity of water is 0.62 W/mK. The value
is 20 times larger than air �k=0.031 W /mK�, but water is also not

Fig. 3 Photo of the heat pipe built on the CPU simulator
Fig. 4 Schematic cross section of the heat pipe

Transactions of the ASME
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good thermal conductive medium in comparison with aluminum
k=230 W /mK� �14�. Visualization of heat flux in water will not
hange the original heat transfer behavior of the heat pipe, but it
an help to view the sequent heat flux nearby the heat pipe much
learer. To visualize the heat flux nearby the copper and the heat
ipes we insert the pipe in the water tank horizontally. This setup
an reduce the self-disturbance of the heat flux and it does not
hange the results.

Another test object for characterization of the heat pipe inte-
rated with cooling plates is schematically shown in Fig. 7. The
ntegrated numbers of cooling plates are 1, 3, and 5 pieces sepa-
ately. The visualization of the heat pipe coolers was carried out in
he water tank.

Results and Discussion
The results and discussion focus on the time dependent change

n the surface temperature distribution for the heat pipe in com-
arison with the copper pipe using the infrared thermal photogra-
hy. Moreover, the direct observation of the heat transfer for the
eat and copper pipes, as well as the heat pipe integrated with
ooling plates by means of the visualization of heat flux using the
olor schlieren technique, is also carried out. Figures 8 and 9
how the time dependent change in the surface temperature distri-
ution for the copper and heat pipes heated by the 300 W CPU
imulator. The Arabic numerals shown in the figures represent the

ig. 5 Capturing screen of the infrared thermal camera corre-
ponding to the position of the heated copper and heat pipes

ig. 6 Photo of the schlieren setup with typical Z-arrangement
ig. 7 Schematic setup of the heat pipe with the cooling plates

ournal of Heat Transfer
measured positions, where the smaller value of the Arabic numer-
als corresponds to that nearer to the heat source �see Fig. 5�.

Figure 8 indicates that the heat transfer behavior in copper pipe
agrees with the traditional thermal conduction and satisfies Fouri-
er’s thermal conduction theorem �14�. The generated heat by the
CPU simulator continuously transferred from near to far in the
copper pipe. Figure 8 clearly shows that the surface temperature
on the copper pipe nearby the heat source rises faster than the
others due to the limitation of the copper’s thermal conductivity.
Comparison with the result of the heat pipe in Fig. 9 shows that
the heat transfer in the heat pipe is opposite to the copper pipe.
Figure 9 indicates that the surface temperature on the heat pipe
nearby the heat source rises slower than the end point. Figure 10
zooms out the result at the point of time ~120 s. Figure 10 shows
that the temperature on the end point of the heat pipe is higher
than the near points. The middle insulating section of the heat pipe
has the lowest temperature.

Fig. 8 The time dependent change in the surface temperature
distribution for the copper pipe heated by the 300 W CPU
simulator

Fig. 9 The time dependent change in the surface temperature
distribution for the heat pipe heated by the 300 W CPU

simulator

MARCH 2009, Vol. 131 / 033109-3
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Figure 11 exhibits the time sequent infrared thermal photo-
raphical images on the surface of the copper tube heated by the
00 W CPU simulator. The dashed line indicates the copper tube
osition. Figures 11�b� and 11�c� show that the temperature on the
opper tube near the heat source rises faster than the others. The
low temperature rise is due to its smaller heat conductivity.

Figure 12 exhibits the time sequent infrared thermal photo-
raphical images on the surface of the heat pipe heated by the 300

CPU simulator. The dashed line indicates the heat pipe posi-
ion. Figure 12�b� shows that the temperature on the remote sec-

ig. 10 The zoomed out result from Fig. 9 at the point of time
120 s

Fig. 11 The heat flux visualization of the copper pipe usin
simulator

Fig. 12 The heat flux visualization of the heat pipe using

simulator

33109-4 / Vol. 131, MARCH 2009
tion rises faster than the middle insulating section and Fig. 12�c�
indicates that the temperature reaches better constant at the heat
pipe.

The reason is that the instant evaporized working fluid within
the heat pipe transferred heat to the remote section directly and
condensed on the remote section through the thermal convection
with the surroundings. The instant vaporized working fluid ab-
sorbed and transferred heat to the remote section directly. This
heat transfer behavior causes the temperature on the remote sec-
tion to be higher than the other positions. At the same time, the
heat source generated heat is also transferred away through the
copper shell of the heat pipe with the thermal conduction. The
condensed working fluid transferred heat back to the heat source
direction through the capillary effect. This result shows that the
heat transfer rate of the heat pipe through the thermal convection
of the evaporation is faster than via the thermal conduction of the
copper shell. The difference in the surface temperature distribu-
tion on the full heat pipe is small due to its extremely large ther-
mal conductivity.

The special heat transfer behavior of the heat pipe is further
described by the direct observation of the heat flux using the color
schlieren technique. Figure 13 first represents the three time se-
quent images of 3 min, 4 min, and 5 min for the heat flux visual-
ization on the copper pipe using the color schlieren technique
heated by the 300 W CPU simulator. The left dark part in Fig. 13
is the heat source and the separating line between the top dark part
and the center part is the water level. The horizontal dark bar in
the middle is the copper pipe. The time of the captured image goes
forward from the left to the right. The applied medium for visu-
alization of the heat flux is water since it has a larger Gladstone–
Dale constant. The heated copper pipe transferred the heat into the
water and changed the density distribution of the water, which
was visualized by the color schlieren technique. Figure 13�c�
clearly exhibits that the heat flux appears only nearby the heat
source on the copper pipe, whereas Figs. 13�a� and 13�b� are not

e infrared thermal photography heated by the 300 W CPU

infrared thermal photography heated by the 300 W CPU
g th
the
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iewed clearly. According to the temporal series of the heat flux
eneration in water can determine the heat transfer behavior of the
opper pipe. The result shows that the generated heat by the CPU
imulator transferred from near to far in the copper pipe, which
grees with the result of temperature distribution measurements
hown in Fig. 8.

Figure 14 exhibits the three time sequent images of 0 min, 2:30
in, and 3:57 min for the heat flux visualization of the heat pipe

sing the color schlieren technique heated by the 300 W CPU
imulator. The experimental setup is the same as the copper pipe.
he horizontal dark bar in the middle is the heat pipe. The time of

he captured image goes forward from the left to the right. The
eated heat pipe transferred the heat into the water and changed
he density distribution of the water, which was visualized by the
olor schlieren technique. Figure 14�b� first shows that the heat
ux appears only on the end point on the heat pipe, whereas Fig.
4�a� is not viewed. According to the temporal series of the heat
ux generation in water can determine the heat transfer behavior
f the heat pipe. The result shows that the generated heat by the
PU simulator transferred directly to the remote section, which
grees with the result of temperature distribution measurements
hown in Fig. 9.

The comparison of the heat transfer behavior between the cop-
er and the heat pipes shows the opposite result, which agrees
ith the theoretical prediction. The interesting result is about the
eat pipe cooler. Figure 15 shows the time sequent heat flux vi-
ualization of the heat pipe integrated with one cooling plate using

Fig. 13 The heat flux visualization of the copper pipe us
simulator
Fig. 14 The heat flux visualization of the heat pipe using the

ournal of Heat Transfer
the color schlieren technique heated by the 300 W CPU simulator.
Figure 15 shows that the cooling plate was first heated before the
remote section. The heat transfer behavior in Fig. 15 is perhaps
not clear enough. Further results integrated with more cooling
plates are shown in Fig. 16. Figure 16 clearly shows that the
cooling plate was first heated before the remote section. This re-
sult indicates that the heat transfer behavior of the heat pipe cooler
is similar to the copper pipe cooler.

4 Conclusions
The measurements using the infrared thermal photography for

the time dependent change in surface temperature distribution on
the heat and the copper pipes, as well as the visualization of heat
flux nearby the heat and the copper pipes using the color schlieren
technique, are successfully carried out. The results show that the
heat flux first appears at the opposite side from the heat source and
exhibits also there the highest temperature. The discrete tempera-
ture distribution is different from the heat transfer behavior of the
copper pipe. The result agrees with the theoretical trend com-
pletely. Whereas the heat pipe integrated with cooling plates
yields the continuous heat transfer behavior, which is similar to
the integration with copper pipe. The results indicate that the in-
tegration with cooling plates for the heat pipe has destroyed the
original heat transfer behavior of the heat pipe. To improve the
cooling efficiency of the heat pipe cooler we design a new struc-

the color schlieren technique heated by the 300 W CPU
ing
schlieren technique heated by the 300 W CPU simulator
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ure of heat pipe to keep the original heat transfer behavior of the
eat pipe after its integration with cooling plates.
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Analytical and Experimental
Investigations of Electromagnetic
Field Enhancement Among
Nanospheres With Varying
Spacing
A modified Mie scattering theory was used to calculate the enhancement of electromag-
netic (EM) field between gold nanospheres. The simulation result showed that the density
of EM-energy in the space between neighboring nanospheres increases drastically as the
interparticle space decreases. Simulated absorption-spectra also showed a peak-shifting
from the visible to the infrared region when decreasing the nanosphere spacing. We used
our previous experiment to verify the analytical results; the experiment was conducted by
using a photodeformable microshell, which was coated with gold nanospheres. Made of
photoshrinkable azobenzene polyelectrolytes, the microshells supported the gold nano-
spheres and gave the tunability of the interparticle spacing among the nanospheres. Upon
irradiation of ultraviolet light, the microshells shrank and reduced the interparticle
space. The absorption-spectra of the gradually shrinking microshells showed significant
changes; a peak-broadening from the visible to the near-infrared region and a drastically
enhanced water-absorption were observed in the experimental spectra. The experimental
results confirmed the analytical analysis based on the modified scattering theory.
�DOI: 10.1115/1.3056574�
Introduction
Since the beginning of the last century, Mie scattering theory

as become a very useful tool to analyze the enhancement of
lectromagnetic-wave by small particles �1,2�. Mie theory gives
n exact solution to the distribution of electromagnetic field
round one isolated, homogeneous, spherical object under the ir-
adiation of a plane-wave. The solution successfully predicted the
xistence of multiple resonances, at which the scattering and ab-
orption of the incident light by the sphere are maximized at spe-
ific wavelengths. In addition to conventional optics, the Mie scat-
ering theory has brought important insight to many fields. For
xample, the electromagnetic resonance also induces a resonance
f surface-electrons, which may trigger chemical reactions. For
he case of metallic spheres for photocatalysis �3�, the Mie theory
as generally used to explain the formation of photo-electrons,
hich are responsible for the photochemical effects. Moreover,

he Mie scattering theory was used for the study of photonic crys-
als �4� and photovoltaic devices �5�.

For problems involving multiple-spheres, the original Mie
odel could lead to an approximated solution. The accuracy of

he approximation, however, depends on the significance of the
cattering effect among spheres, in which the light scattered by
ach sphere irradiates the whole system and becomes a part of the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 11, 2008; final manuscript received
ctober 7, 2008; published online January 23, 2009. Review conducted by Robert D.
zou. Paper presented at the 2008 International Conference on Micro/Nanoscale

eat Transfer �MNHT2008�, Tainan, Taiwan, January 6–9, 2008.

ournal of Heat Transfer Copyright © 20
incident light. The intensity of multiple-scattering depends
strongly on interparticle spacing. When the spacing is sufficiently
large, the multiple-scattering effect becomes negligible and the
scattering and absorption by the whole system are close to the
linear combination of Mie’s original solution for each individual
sphere. In many real experiments, however, the particles are so
concentrated that the multiple-scattering effect becomes impor-
tant, and the linear combination approach becomes questionable.
To solve the multiple-sphere problem, a modified Mie model was
proposed decades ago to cover the multiple-scattering effects �6�.
This modified theory differs from the original one by adding the

scattering from each sphere E� s
i �which is unknown� to the incident

wave. This model offers an exact solution for a multiple-sphere
system, where the sphere size and optical property can be different
from one to another. In the beginning, the application of this
model was quite limited due to low computer-capacity �6�. In
recent years, it has become possible to apply this model to a
system of thousands of spheres. Surprisingly, however, little atten-
tion was paid to applying the modified Mie theory to real experi-
ments that involve concentrated spheres. In this paper, we use the
modified Mie scattering theory to simulate the electromagnetic-
field enhancement by two gold nanospheres of varying spacing.
We also develop an experiment to verify the simulation results. In
the experiment, a photodeformable microshell coated with gold
nanospheres is used to form a multiple-sphere-medium of tunable
spacing. Upon irradiation with ultraviolet light, the microshells
shrink gradually, leading to the decrease in the nanosphere spac-
ing. The absorption-spectra of the microshells are measured to

compare the simulation results.

MARCH 2009, Vol. 131 / 033110-109 by ASME



2
M

c

p

E
�
t

T
F
p

v

�
s
s
c
i
t
a
p
h
t
s

n
b
e

F
„

t

0

Analytical Analysis of the Electromagnetic Field in a
ultisphere System

In the modified Mie theory, the electric field in the system E� total

onsists of the incident plane-wave E� 0 and the scattering by all

articles E� s, where E� s=�i=1
Ns E� s

i . For linearization, the incident field
�

i �typically a plane-wave�, scattered field E� s, and internal field E� 1
i

the field inside a sphere� are expanded into polynomials of or-

hogonal vectors M� mn
�j� and N� mn

�j� as follows:

E� 0 = �
n=1

�

�
m=−n

n

�pmnN� mn
�1��r,�,�� + qmnM� mn

�1��r,�,��� �1�

E� s = ��
i=1

Ns

�
n=1

�

�
m=−n

n

�amn
i N� mn

�3��ri,�i,�i� + bmn
i M� mn

�3��ri,�i,�i���Ri�ai

�2�

E� 1
i = ��

n=1

�

�
m=−n

n

�dmn
i N� mn

�1��miri,�i,�i� + cmn
i M� mn

�1��miri,�i,�i���Ri�=ai

�3�

he derivation of these orthogonal vectors was given in Ref. �6�.
igure 1 illustrates the coordinate-system for the multiple-sphere
roblem. The spheres are numbered from 1 to Ns. The orthogonal

ectors are calculated from M� mn
�j� =��R� umn

�j� and N� mn
�j� = �1 /k��

Mmn
�j� . R� = �R ,� ,�� is a position with respect to the origin of a

pherical coordinate-system. The r in the equations is a dimen-
ionless radius derived from R, and r=k ·R, where k is the wave
onstant of the incident light in the surrounding media. �ri ,�i ,�i�
s the relative position with respect to the center of sphere i. umn

�j� is
he spherical harmonic function, where umn

�1� = jn�r�Pn
m�cos ��eim�

nd umn
�3� =hn�r�Pn

m�cos ��eim�. Pn
m is a term of associated Legendre

olynomial, jn�r� is the nth order spherical Bessel function, and

n�r� is the nth order spherical Hankel functions. ai in Eq. �2� is
he radius of sphere i. mi in Eq. �3� is the relative dielectric con-
tant of sphere i, mi=��s

i /�m.
To calculate the distribution of the electromagnetic field, we

eed to find the expansion coefficients pmn, qmn, cmn
i , dmn

i , amn
i , and

mn
i . First, we need to transfer the origin of Eq. �1� to the center of

ig. 1 A coordinate-system for the multiple-spheres.
Rji ,�ji ,�ji

… denotes the central point of sphere i with respect to
he center of sphere j.
ach sphere i

33110-2 / Vol. 131, MARCH 2009
E� 0 = �
n=1

�

�
m=−n

n

�pmn
i N� mn

�1��ri,�i,�i� + qmn
i M� mn

�1��ri,�i,�i�� �4�

For convenience, the direction of the electric field of the incident

plane-wave E� 0 is set to be parallel to the x-direction of the abso-

lute coordinate-system �see Fig. 1� and the wave vector k� is par-

allel to the z-direction. That is, E� 0= x̂E0 exp�ikR0 cos �0�. Note
that we denoted �R0 ,�0 ,�0� as the absolute position in the space.
With respect to the center of sphere i, �Rc

i ,�c
i ,�c

i �, the theory gives
p1n

i =− 1
2 in+1E0��2n+1� /n�n+1��exp�ikRc

i cos �c
i �, p−1n

i

= 1
2 in+1E0�2n+1�exp�ikRc

i cos �c
i �, q1n

i = p1n
i , q−1n

i =−p−1n
i , and qmn

i

= pmn
i =0 for �m��1.
To calculate coefficients amn

i and bmn
i , we use the continuity

boundary condition at the surface of each sphere �7�. The tangen-
tial components of electric and magnetic fields are continuous
across the boundary of the surface of each sphere

�E� 0 + �
i=1

Ns

E� s
i − E� 1

i	 � êr�Ri=ai = 0 �5�

�H� 0 + �
i=1

Ns

H� s
i − H� 1

i	 � êr�Ri=ai = 0 �6�

To solve amn
i and bmn

i linearly, we need two more equations to

relate the expansion vectors of sphere i, N� mn
�1,3��ri ,�i ,�i� and

M� mn
�1,3��ri ,�i ,�i�, to the expansion vectors of a different sphere j,

N� mn
�1,3��rj ,� j ,� j� and M� mn

�1,3��rj ,� j ,� j�,

M� mn
�3��rj,� j,� j� = �

l=1

�

�
k=−l

l

�Akl
mn�rji,� ji,� ji�M� kl

�1��ri,�i,�i�

+ Bkl
mn�rji,� ji,� ji�N� kl

�1��ri,�i,�i�� �7�

N� mn
�3��rj,� j,� j� = �

l=1

�

�
k=−l

l

�Akl
mn�rji,� ji,� ji�N� kl

�1��ri,�i,�i�

+ Bkl
mn�rji,� ji,� ji�M� kl

�1��ri,�i,�i�� �8�

�rji ,� ji ,� ji� denotes the center of sphere i with respect to the
center of sphere j. The calculations of Akl

mn�rji ,� ji ,� ji� and
Bkl

mn�rji ,� ji ,� ji� are given by Ref. �6�. Combining Eqs. �1�–�8� we
get the linear equations for all amn

i and bmn
i as follows:

�amn
i

bmn
i 	 = �− �n

i pmn
i

− 	n
i qmn

i 	 + �− �n
i Amn

kl �rji,� ji,� ji� − �n
i Bmn

kl �rji,� ji,� ji�
− 	n

i Bmn
kl �rji,� ji,� ji� − 	n

i Amn
kl �rji,� ji,� ji�

	
��akl

j

bkl
j 	 �9�

The coefficients �n
i and 	n

i are given as

�n
i =

mi
n��x
i�
n�mixi� − 
n�xi�
n��m

ixi�
mi�n��x

i�
n�mixi� − �n�xi�
n��m
ixi�

�10�

	n
i =


n��x
i�
n�mixi� − mi
n�xi�
n��m

ixi�
�n��x

i�
n�mixi� − mi�n�xi�
n��m
ixi�

�11�

where xi=kai, 
n���=�jn���, and �n���=�hn���. The primes in
Eqs. �10� and �11� denote the differentiations with respect to ar-
guments.

The expansion coefficients for the internal field of sphere, cmn
i ,

and dmn
i , are calculated by using boundary conditions �5� and �6�.
We get
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cmn
i =

imi


n��x
i�
n�mixi� − mi
n�xi�
n��m

ixi�
bmn

i �12�

dmn
i =

imi

mi
n��x
i�
n�mixi� − 
n�xi�
n��m

ixi�
amn

i �13�

mportant properties of the multiple-sphere system are calculated
y using the expansion coefficients. For example, the energy ab-
orption �unit: Watt� by sphere i is

Wabs
i =

1

2
Re
�

A�ri=xi�

�E� 1
i � H� 1

i � · �− êr��
=

2E0
2

�mi�2��
n=1

�

�
m=−n

n
n�n + 1��n + m�!
�2n + 1��n − m�!

Re
 i

k�

n��m

ixi�
n
��mixi�

��mi��dmn�2 + mi�cmn�2�� �14�

here � denotes a complex conjugate. Similarly, the energy ex-
inction �the separated energy from the original, incident flow of
ight� by sphere i is

Wext
i =

1

2
Re


A�ri=xi�

�E� 0
i � H� s

i + E� s
i � H� 0

i � · �− êr��
=

2E0
2

� �
n=1

�

�
m=−n

n
n�n + 1��n + m�!
�2n + 1��n − m�!

Re
 i

k�
�amn

i pmn
i� + bmn

i qmn
i� �

��
n
��xi��n��x

i� − 
n�
��xi��n�xi��� �15�

he energy scattered by sphere i is simply the difference between

abs
i and Wext

i ,

Wsca
i = Wext

i − Wabs
i �16�

he energy flux Ii �unit: W /m2� of the incident wave equals
E0

2 /2�� ·Re�k /��. Three constantly used properties �7�, the ab-
orption, extinction, and scattering cross sections �unit: m2�, are
iven by Cabs

i =Wabs
i / Ii, Cext

i =Wext
i / Ii, and Csca

i =Wsca
i / Ii.

The number n for amn
i and bmn

i expands from 1 to infinity. Tech-
ically, the solution for Eqs. �1�–�3� will be sufficiently precise at
certain order N �n=1,2 , . . . ,N�. In general, a larger N is needed

o solve a problem of closer spheres �8�.

Modeling the Interaction Between Two Gold Nano-
pheres Under Irradiation

We study the multiple-scattering effect between two gold nano-
pheres by using the modified Mie theory. We used two kinds of
edium dielectric constant �m to study the enhancement of elec-

romagnetic field outside the spheres. Reference �9� was used for
he dielectric constant �m of water, and �m=1 was used for
acuum. The diameter of each gold sphere is 40 nm. The dielec-
ric constant of the bulk-material of gold, �s,bulk, is from Ref. �10�.
ecause the size of a 40 nm gold sphere is comparable to the
ean-free-path of electrons in a gold bulk-material �11�, modifi-

ation terms are needed to cover the damping effect from the
onfinement of electrons by the particle surface �12�,

�s = �s,bulk +
�p

2

�2 + i�bulk�
−

�p
2

�2 + i��
�19�

here �=�bulk+Av f /a. a is the sphere radius. A is a constant
ormally assigned 1. For a gold bulk-material, the damping con-
tant �bulk is 1.1�1014 Hz, the plasma frequency �p is 1.37

1016 Hz �13�, and the Fermi velocity v f equals 1.39
6
10 m /s �14�.
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The order N of the linear equation was carefully selected to
make sure that the error of the calculated absorption by the
spheres is less than 1%.

The spheres are both positioned at the X-axis and are aligned
parallel to the incident electric field. Different interparticle spaces
were used in our simulation: 10 nm, 5 nm, 1 nm, and 0.1 nm.
Figure 2 shows the field enhancement at the X-Y plane of our
bispherical system irradiated by 700 nm light in vacuum environ-
ment. The energy density I �W /m3� was calculated according to

I= 1
4 �E� ·D� +B� ·H� � �7�. The plot illustrates the intensity ratio of the

enhanced field to the incident light. The result shows that the
field-intensity at the mass-center of the two spheres grows sharply
and nonlinearly as the spheres become closer. In the case of 0.1
nm spacing, as shown by Fig. 2�d�, the intensity grows more than
105-fold compared with the incident plane-wave.

Figure 3 shows the spectrum of absorption cross section of the
bispherical system �in vacuum� of different interparticle spaces.
For comparison, the same figure also shows the spectrum of an
isolated sphere. When the interparticle space is large �10 nm and
beyond�, the spectrum is very close to double that of the isolated-
particle spectrum, because there is no significant coupling be-
tween the scatterings of the two spheres. As the spheres become
closer to each other, the multiple-scattering effect raises the total
absorption. Note that the absorption-peak of the bispherical sys-
tem undergoes a major redshift as the spheres approach each
other. This redshifting shows the interaction between the two
spheres through their scattering field. A simple yet effective model
that explains the forming of this spectrum-shifting by a nanopar-
ticle pair is given in Ref. �15�. In brief, when two particles are
aligned parallel to the incident electric field, the electric dipoles
formed at each sphere interact and delay the response to the inci-
dent field. The delay causes the redshifting at the system’s reso-
nance frequency.

Figure 4 shows the simulation result about the bispherical sys-
tem in a water medium. The results show a strong enhancement of
absorption by water in the gap between the two spheres. Figures
4�a� and 4�b� show the absorption spectrum of water �W /m3� at
the center of the gap. Figure 4�b� is the logarithmic plot of Fig.
4�a�. The water-absorption is increased over 1000-fold when the
interparticle spacing changes from 10 nm to 0.1 nm. The enhance-
ment of the finger-print absorption-peak for water at 970 nm is
clearly seen in the simulation result. The trapping of high-density
photo-energy in the space between close spheres, as shown in Fig.
2�d�, explains the enhanced water-absorption. This simulation was
later compared with the result of the experiment using our
nanoparticle-coated, photodeformable microshells. The effect of
quantum confinement may become important when the interpar-
ticle spacing is very small. For simplicity, we only focus on using
the modified Mie’s theory and show the trend of surface plasmon
enhancement in a classical approach. In a real case, however, the
interparticle spacing may become no smaller than 1 nm due to the
space taken by surface ligands �citric acid� on the Au nanopar-
ticles.

4 Experiment
To experimentally demonstrate the near-field enhancement

among nanospheres, in a previous study �17�, we fabricated mi-
croshells using a photosensitive polymer. These microshells
shrink upon the irradiation by ultraviolet �UV� light. We coated
the surface of the microshells with 40 nm gold nanospheres. Upon
UV irradiation, the microshell shrank and the shrinkage reduces
the interparticle spaces of the nanospheres on the surface. The
spectrum of the microshells was taken to study the change in
absorption during different stages of shrinking. The microshell
contains a chemical called azobenzene �AZO�. Azobenzene under-
goes a trans-to-cis isomerization �16� �at which the molecule at-
oms realign without changing the original connections� by absorb-

ing UV light. An isomerized azobenzene molecule reduces its

MARCH 2009, Vol. 131 / 033110-3
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ength from approximately 0.9 nm to 0.55 nm and converts light
irectly to mechanical deformation. Details about the fabrication
f the microshells are given in Ref. �17�. In brief, the AZO-
ontained polymer was coated onto the surface of a 6 �m silica
icrosphere through electrostatic adhesion in water environment.
fter electrostatically coating the 40 nm Au nanospheres onto the

Fig. 2 The simulated enhancement of en
vacuum. „a…–„c… illustrate the intensity ratio
wavelength is 700 nm in these plots and t
nm, „b… 5 nm, and „c… 1 nm. „d… shows the
different gaps, from 10 nm to 0.1 nm.

ig. 3 The simulated absorption-spectra of the bispherical
ystem of different gaps. The medium is vacuum. The absorp-

ion spectrum of a single particle is included for comparison.

33110-4 / Vol. 131, MARCH 2009
polymer layer, the silica core was etched away by buffered hy-
drofluoric �BHF� acid. The structure of the nanosphere-coated
shell remains intact during the etching.

A scanning electron microscopy �SEM� picture �Fig. 5�a�� of
the microshell before the removal of the silica core shows the
initial interparticle spaces among nanospheres �inset of Fig. 5�a��.
Most of the gaps were comparable to the sphere diameter �40 nm�,
while a few nanospheres were originally in contact. The mi-
croshells, which collapse when dried �Fig. 5�b��, were turgid and
slightly swelled in water �Fig. 5�c��. The shell diameter was ap-
proximately 6.2 �m. Upon UV irradiation, the microshells gradu-
ally shrank to a final size of 4.0 �m �Fig. 5�d��. The number of
contacting nanospheres grew after the shrinkage.

Figure 6�a� shows the change in absorption spectrum of the
microshells. Our experiment shows a dramatic rise in the near-
infrared �NIR� region and a drop in the peak around 560 nm,
which is close to the absorption-peak �~530 nm� of the gold nano-
sphere �Fig. 6�b��. This change indicates a redshift of absorption
by the nanospheres. Because the distribution of Au nanospheres
was random, the peak-shifting from our simulation is unobserv-
able in the experimental result. Instead, we observed a broadening
from the original 560 nm peak toward the NIR region. In our
previous study �17�, we compared this effect with a controlled
experiment using the photoshrinkable microshells of no Au nano-
particles. Upon UV irradiation, the blank microshells show a
slight spectrum change, which came from the photo-isomerization
of the AZO-group and also by the change in molecule concentra-
tion during shrinking. The change in control spectrum, however,

y density between two close spheres in
the enhanced field to the incident light; the
interparticle spaces in the plots are „a… 10
ctra of field-enhancement at the center of
erg
of

he
spe
was negligible compared with the change in Fig. 6�a�.
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Importantly, these experimental results confirmed the effect of
eld-enhancement, which stems from the interaction among
eighboring nanospheres. The spectra show that the enhanced
IR absorption has another source, in addition to the nanosphere

nteractions. The increasing peak at 970 nm, which is from the
econd overtune frequency of water molecule �18�, indicates a
ignificantly increased absorption of water. Compared with the
riginal 970 nm peak of the spectrum of nonirradiated mi-

Fig. 4 „a… The spectra of water at th
the rising peak at 970 nm, which
absorption. This change was observ
plot of „a….

ig. 5 The photodeformable microshell„s…. „a… The SEM pic-
ure of one microshell before the removal of its silica core. The
nset shows a close look at the surface nanospheres. „b… The
EM picture of a dried, collapsed microshell. „c… A nonirradi-
ted microshell in water, under an optical microscope. „d… Mi-
roshells after the irradiation by UV light. The shell-diameters

educed about 35%.

ournal of Heat Transfer
croshells, the absorption of water in the NIR region was increased
more than 100-fold. The enhanced water-absorption confirmed
that a strong field-enhancement had taken place due to the shrink-
age of microshells, as shown by our simulation shown in Fig. 4.

5 Conclusion
We used a modified Mie scattering theory to calculate the exact

solutions for a bispherical system of a changing interparticle

enter of different particle gaps. Note
icates the enhancement of water-
in our experiment. „b… A logarithmic

Fig. 6 „a… The experimental spectra of the microshells under
different stages of irradiation, from 0 min to 14 min. The tri-
angle indicates the raising peak of water-absorption at 970 nm.
The broadening of absorption-peak at 560 nm indicates the
change in particle-interaction during the shell-shrinking, as
shown by the simulation. „b… The spectrum of diluted 40 nm
gold nanospheres in water. This figure is used to compare with
e c
ind
ed
the spectra of „a….
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pace. Based on the simulation results, we showed that a redshift
n gold-sphere absorption and a significant field-enhancement in
he sphere-gap would take place when the interparticle space ap-
roaches zero. The theoretical result was confirmed by a previous
xperiment using our nanosphere-coated, photodeformable mi-
roshells. We show that the modified Mie model is an effective
ool for solving the multiple-scattering problem. This article also
heds light on the application of electromagnetic-interaction be-
ween small particles to different research fields, such as photon-
cs, photochemistry, and probably photovoltaic materials.

cknowledgment
This work was partially supported by grants from the U.S. Na-

ional Science Foundation, Office of Naval Research, and the Air
orce Office of Scientific Research. We thank Professor Stephen
. Webber in the Department of Chemistry and Biochemistry at
T-Austin for equipment support.

eferences
�1� Mie, G., 1908, “Beiträge zur Optik trüber Medien speziell kolloidaler Metallö-

sungen,” Ann. Phys., 25, pp. 376–445.
�2� Craig, F. B., and Donld, R. H., 1983, Absorption and Scattering of Light by

Small Particles, Wiley, Canada, pp. 83–129.
�3� Shvalagin, V. V., Stroyuk, A. L., and Kuchmii, S. Y., 2007, “Photochemical

Synthesis of ZnO/Ag Nanocomposites,” J. Nanopart. Res., 9�3�, pp. 427–440.
�4� Vandenbem, C., and Vigneron, J. P., 2005, “Mie Resonances of Dielectric
Spheres in Face-Centered Cubic Photonic Crystals,” J. Opt. Soc. Am. A,

33110-6 / Vol. 131, MARCH 2009
22�6�, pp. 1042–1047.
�5� Banerjee, M., Datta, S. K., and Saha, H., 2005, “Enhanced Optical Absorption

in a Thin Silicon Layer With Nanovoids,” Nanotechnology, 16�9�, pp. 1542–
1548.

�6� Mackowski, D. W., 1991, “Analysis of Radiative Scattering for Multiple
Sphere Configurations,” Proc. R. Soc. London, Ser. A, 433, pp. 599–614.

�7� Jackson, J. D., 1999, Classical Electrodynamics, 3rd ed., Wiley, New York, pp.
352–356.

�8� Chern, R., Liu, X., and Chang, C., 2007, “Particle Plasmons of Metal Nano-
spheres: Application of Multiple Scattering Approach,” Phys. Rev. E, 76, p.
016609.

�9� Segelstein, D., 1981, “The Complex Refractive Index of Water,” MS thesis,
University of Missouri, Kansas City, MO.

�10� Weaver, J. H., and Frederikse, H. P. R., 2001, Optical Properties of Selected
Elements, 82nd ed., CRC, Boca Raton, FL.

�11� Kreibig, U., and Vollmer, M., 1995, Optical Properties of Metal Clusters,
Springer, New York.

�12� Kawata, S., 2001, Near-Field Optics and Surface Plasmon Polaritons,
Springer, New York.

�13� Johnson, P. B., and Christy, R. W., 1972, “Optical Constants of the Noble
Metals,” Phys. Rev. B, 6, pp. 4370–4379.

�14� Kittel, C., 1971, Introduction to Solid State Physics, 4th ed., Wiley, Canada, p.
248.

�15� Rechberger, W., Hohenau, A., Leitner, A., Krenn, J. R., Lamprecht, B., and
Aussenegg, F. R., 2003, “Optical Properties of Two Interacting Gold Nanopar-
ticles,” Opt. Commun., 220, pp. 137–141.

�16� Feringa, B. L., 2001, Molecular Switches, Wiley-VCH, Weinheim, p. 399.
�17� Han, L., Tang, T., and Chen, S., 2006, “Tuning the Absorptions of Au Nano-

spheres on a Microshell by Photo-Deformation,” Nanotechnology, 17, pp.
4600–4605.

�18� Palmer, K. F., and Williams, D., 1974, “Optical Properties of Water in the Near

Infrared,” J. Opt. Soc. Am., 64�8�, pp. 1107–1110.

Transactions of the ASME



1

t
a
g
i
e
e
e
i
q
t
c
i
d
p
i
v

t
r
a
t
p
a
t
p
n
c
i
a

N

c
b

J

Yogesh Jaluria
Board of Governors Professor

Mechanical and Aerospace Engineering
Department,

Rutgers University,
Piscataway, NJ 08854

e-mail: jaluria@jove.rutgers.edu

Microscale Transport Phenomena
in Materials Processing
Microscale transport mechanisms play a critical role in the thermal processing of mate-
rials because changes in the structure and characteristics of the material largely occur at
these or smaller length scales. The heat transfer and fluid flow considerations determine
the properties of the final product, such as in a crystal drawn from silicon melt or a gel
from the chemical conversion of a biopolymer. Also, a wide variety of material fabrica-
tion processes, such as the manufacture of optical glass fiber for telecommunications,
fabrication of thin films by chemical vapor deposition, and surface coating, involve
microscale length scales due to the requirements on the devices and applications for
which they are intended. For example, hollow fibers, which are used for sensors and
power delivery, typically need fairly precise microscale wall thicknesses and hole diam-
eters for satisfactory operation. The basic transport mechanisms underlying these pro-
cesses are discussed in this review paper. The importance of material characterization in
accurate modeling and experimentation is brought out, along with the coupling between
the process and the resulting properties such as uniformity, concentricity, and diameter.
Of particular interest are thermally induced defects and other imperfections that may
arise due to the transport phenomena involved at these microscale levels. Additional
aspects such as surface tension, stability, and free surface characteristics that affect the
material processing at microscale dimensions are also discussed. Some of the important
methods to treat these problems and challenges are presented. Characteristic numerical
and experimental results are discussed for a few important areas. The implications of
such results in improving practical systems and processes, including enhanced process
feasibility and product quality, are also discussed. �DOI: 10.1115/1.3056576�
Introduction
Microscale thermal transport processes are particularly impor-

ant in materials processing, which is presently one of the most
ctive areas of research in heat transfer. We have seen substantial
rowth and development of new advanced materials and process-
ng methods to meet the critical demand for special material prop-
rties in a variety of new and emerging applications that arise in
nergy, bioengineering, transportation, communications, comput-
rs, and other fields. Many of the relevant devices and systems are
n the microscale range due to the dimensions involved. Also, the
uality and characteristics of the final product resulting from ma-
erials processing are strongly dependent on the transport pro-
esses that arise at microscale, or nanoscale, levels. Due to grow-
ng international competition and stringent demands placed on
evices, sensors, and equipment, it is has become critical to im-
rove the quality and characteristics of the product, while optimiz-
ng the processing techniques and the manufacturing systems in-
olved.

Fluid flow and the associated heat and mass transfer are ex-
remely important in the thermal processing of materials, which
efers to manufacturing and material fabrication techniques that
re strongly dependent on the thermal transport mechanisms. With
he growing interest in new and advanced materials such as com-
osites, ceramics, polymers, glass, coatings, specialized alloys,
nd semiconductor materials, thermal processing has become par-
icularly important since the properties and characteristics of the
roduct can be largely controlled by thermal transport mecha-
isms, as discussed by Jaluria �1,2�. Besides the traditional pro-
esses, such as welding, metal forming, polymer extrusion, cast-
ng, heat treatment, and drying, thermal processing includes new
nd emerging methods, such as crystal growing, chemical vapor
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ournal of Heat Transfer Copyright © 20
deposition, thermal sprays, fabrication of composite materials,
processing of nanopowders to fabricate system components, opti-
cal fiber drawing and coating, microgravity materials processing,
laser machining, and reactive extrusion.

A few of these processes, in which microscale transport phe-
nomena are of particular importance in determining the quality
and characteristics of the device or item being fabricated, are
shown in Fig. 1. These include thin film fabrication by chemical
vapor deposition �CVD�, the optical glass fiber drawing process in
which a specially fabricated glass preform is heated, drawn,
cooled, and coated into a fiber, and Czochralski crystal growing in
which molten material such as silicon is allowed to solidify across
an interface as a seed of pure crystal is withdrawn. In all these
processes, the quality and characteristics of the final product and
the rate of fabrication are strong functions of the underlying mi-
croscale thermal transport processes; see, for instance, Refs.
�3–6�. For example, the flows that arise in the molten material in
crystal growing due to temperature and concentration differences
affect the quality of the crystal and, thus, of the semiconductors
fabricated from the crystal. Also, the microstructure of the crystal
is determined by the micro- and nanoscale processes occurring at
the solid-liquid interface. It is important to understand these flows
and develop methods to minimize or control their effects. Simi-
larly, the profile of the neck-down region in an optical fiber draw-
ing process is governed by the viscous flow of molten glass,
which is in turn determined by the thermal field in the glass.
Thermally induced defects arise due to the breaking of the Si–O
bonds, microcracks result from the tension, and other defects are
caused by local instabilities. Microscale transport of dopants
added to the material in order to enhance or modify the optical
behavior of the fiber is also important in the determination of the
characteristics of the fiber obtained. The buoyancy-driven flows
generated in the liquid melt in casting processes strongly influence
the microstructure of the casting and the shape, movement, and
other characteristics of the solid-liquid interface. In chemical va-

por deposition, the heat and mass transfer processes occurring at

MARCH 2009, Vol. 131 / 033111-109 by ASME
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icro- and nanometer dimensions determine the deposition rate,
niformity, and the overall quality of the thin film produced.

Another important aspect is the link between the microscale
ransport and the materials processing systems, which involve

acroscale or commercial scale considerations. An understanding
f the microscale mechanisms that determine material character-
stics is important, but these must be linked with the boundary
onditions that are usually imposed at the macroscale level in the
hermal materials processing system, as is evident from the sys-
ems shown in Fig. 1.

This review paper is directed at these important issues, focusing
n microscale transport in thermal processing of materials and
inking these with the characteristics of the product and with the
ystem. A range of processes is considered in order to discuss the
mportant basic considerations that arise in microscale devices,
xperimental and analytical/numerical approaches to deal with the
icroscale transport mechanisms, and their effect on the pro-

essed material. As mentioned above, the two main aspects that

Fig. 1 Sketches of a few thermal materials processing ap
Chemical vapor deposition. „b… Optical fiber drawing. „c… Cz
re considered in this paper are as follows:

33111-2 / Vol. 131, MARCH 2009
1. applications and devices at microscale dimensions
2. microscale mechanisms that determine material characteris-

tics during processing

Thus, the paper first focuses on microscale devices and dis-
cusses the major basic concerns and challenges that arise at these
dimensions, which typically range from a few microns to around
200 �m. These include, for instance, numerical modeling with
very fine grids, strong viscous dissipation effects, high pressures
needed for the flow, experimentation over micrometer scales, ap-
plicability of traditional analyses, and mechanisms, such as sur-
face tension, that could increase in significance as the dimensions
are reduced. The paper next discusses the considerations related to
underlying microscale mechanisms in materials processing and
their effects on the quality of the device or product being fabri-
cated. Examples include thermally induced defects, material con-
version due to shear and temperature, chemical reactions leading
to deposition, and microstructure changes as the material under-

cations that involve microscale transport phenomena. „a…
ralski crystal growing.
pli
goes processing. The link between these aspects and the quality
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nd characteristics of the product, rate of production, cost, process
easibility, and process optimization are also discussed.

Applications and Devices at Microscale Dimensions
As mentioned earlier, the flow and heat transfer at micrometer

imensions are of interest in many thermal materials processing
pplications. Because of the small dimensions, the major concerns
hat arise are high-pressure differences, significant viscous dissi-
ation, difficulty in measurements, particularly near the surfaces,
nd analytical/numerical modeling. However, if the problem in-
olves dimensions that are much larger than the mean free path of
he molecules, no-slip conditions at the walls and continuity can
e assumed, resulting in modeling, which is similar to modeling at
he macroscale.

For telecommunication purposes, the optical fiber usually con-
ists of three components, core, cladding, and coating, as shown in
ig. 2�a� for the so-called “weakly guiding fiber.” In this multi-

ayered structure, the light-guiding central portion, or core, is cov-
red by a dielectric layer, or cladding, which generally has a re-
ractive index lower than that of the core to obtain total internal
eflection in the core. In practice, core sizes vary from 8.3 �m to
2.5 �m. Radiation heat transfer is the dominant mode of trans-
ort in the heating process and the viscosity of the glass, which is
subcooled liquid, affects the flow and the draw tension, which in

urn affects the transmission properties and also results in strength
egradation �7�. Coating of the fiber with a jacketing material is
arried out for protection against abrasion and for increased
trength. Again, the coating thickness is in microns and defects in
he coating are important for the quality of the final optical prop-
rties of the fiber. Interest in hollow or microstructure fibers,
hich form an important class of optical fibers, has grown re-

ently since these fibers have many advantages over the conven-
ional solid-core optical fibers. These include high laser power
hresholds, low insertion loss, no end reflection, ruggedness, and
mall beam divergence. Due to the presence of the air core, mi-
rostructure fibers can achieve a low attenuation through struc-
ural design rather than high-transparency material selection and
an be used to provide infrared laser beam and the high-power
elivery �8�. Microstructure optical fibers are widely used for
edical applications, sensor technology, diagnostics, and CO2 and

aser delivery, besides traditional telecommunications �9�. Figure
�b� shows a sketch of a microstructured fiber, with several mi-
rochannels that contain air or inert gases and that are typically
0–20 �m in diameter. The typical dimensions that are of inter-

Fig. 2 „a… Structure of a typical optical fibe
st in these and other such applications are given in Table 1.

ournal of Heat Transfer
2.1 Furnace Drawing of Optical Fibers. The manufacture of
an optical fiber typically begins with a silica preform, which gen-
erally consists of two concentric cylinders called the core and the
cladding and which may be doped with various elements or
chemicals to achieve desired optical properties. In a draw tower,
the preform is traversed vertically through a high-temperature cy-
lindrical furnace. The glass is heated beyond its softening point
Tmelt of about 1900 K for silica and is drawn into a fiber of
diameter around 125 �m by applying axial tension. Studies on
pure, single-layer, solid, silica optical fiber drawing have been
carried out by a number of researchers. Paek and Runk �10� stud-
ied the neck-down profile and temperature distribution within the
neck-down region using a one-dimensional analysis. Myers �11�
developed a one-dimensional model for unsteady glass flow. More
comprehensive models have been developed by Jaluria and co-
workers �12–15�. They investigated the flow and the thermal
transport in detail, including the convective and radiative heat
transfer in the axisymmetric configuration of the glass preform
and the inert gas flow. An analytical/numerical method was devel-
oped to generate the neck-down profile. The effects of fiber draw
speed, inert gas velocity, furnace dimensions and furnace tempera-
ture distribution on the flow, temperature distribution, tension, and
neck-down shape were obtained and discussed. Initially, the pre-
form was assumed to be optically thick, which is not valid in the

b… sketch of a microstructured optical fiber

Table 1 Typical dimensions of some microscale devices and
applications

Solid optical fibers
Single mode: 5–10 �m
Multimode: 10–50 �m

Coatings
Primary coating: 30–50 �m
Secondary coating: 50–100 �m

Hollow fibers
Hole diameter: 10–50 �m
Multistructured: Hole diameter 5–10 �m

Chemical vapor deposition
Coatings: 1–10 �m
Films: 10–50 �m

Chemical conversion, defect generation
Submicron scale �micro- and nanoscale�
MARCH 2009, Vol. 131 / 033111-3
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ower neck-down region and which was later modeled with the
onal method. High-speed optical fiber drawing, up to 20 m/s,
ith preform diameters of 5–10 cm was investigated. More re-

ently, Wei et al. �16� used the discrete ordinate method to solve
he radiative transfer equation and numerical results for higher-
peed �25 m/s� drawing were obtained. However, the major con-
traint has been the availability of accurate radiative property data.

The flow of the glass and of the aiding purge gas in a cylindri-
al furnace is assumed to be axisymmentric. The governing equa-
ions for the glass and the gas are given as
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here � is the viscous dissipation term and Sr is the radiation
ource term. The other variables are defined in the Nomenclature.

For glass, the material properties are strong functions of the
emperature T. They also vary with composition and changes in
he microstructure, the main effect being on the radiation proper-
ies and on the refractive index. The variation in the viscosity is
he most critical one for the flow, since it varies quite dramatically
ith temperature. An equation based on the curve fit of available
ata for kinematic viscosity � is written for silica, in SI units, as

� = 4545.45 exp�32�Tmelt

T
− 1�� �5�

ndicating the strong exponential variation of � with temperature.
ariations in all the other relevant properties of glass need to be
onsidered as well, even though the variation with T is not as
trong as that of viscosity. The properties of the purge gas in the
urnace may be considered to be constant since their variations are
mall over the temperature ranges encountered. The radiative
ource term Sr in Eq. �4� is nonzero for the glass preform/fiber
ecause glass emits and absorbs energy. The variation of the ab-
orption coefficient with wavelength � can often be approximated
n terms of bands with constant absorption over each band. A two-
r three-band absorption coefficient distribution has been effec-
ively used. One of the methods that have been used successfully
o model the radiative transport is the zonal model. Figure 3
hows the typical finite volume zones used for radiative transfer.
ecause of the small fiber diameter, being around 125 �m, there

s a temptation to assume uniform temperature across the fiber.
owever, because of the high-temperature dependence of the vis-

osity, this assumption does not yield accurate results and a large
umber of grid points, typically around 50, are needed across the
ber radius of around 62.5 �m to capture changes in temperature
nd the consequent effects on properties, viscous dissipation, ther-
ally induced defects, and dopant movement.
Figures 4 and 5 show some typical results obtained from the

umerical simulation. The fiber drawing process involves model-
ng the free surface flow of glass. A solution of the transport
quations, along with a surface force balance, is needed for the
etermination of the neck-down profile. The normal force balance

nd the vertical momentum equations are used to obtain a correc-

33111-4 / Vol. 131, MARCH 2009
tion scheme for the neck-down profile and the iterative process is
continued until the neck-down shape does not change from one
iteration to the next. It was found that viscous and gravitational
forces are dominant in the determination of the profile. Surface
tension effects are small, despite the small dimensions involved.
For convergent cases, perturbations to the initial profile and dif-
ferent starting shapes lead to the converged neck-down profile,
indicating the robustness of the scheme and the stability of the
drawing process, as seen in Fig. 4�a�.The force balance conditions
are also closely satisfied if the iterations converge �14�. However,
as expected, it is not possible to draw the fiber under all imposed
conditions. If the furnace temperature is not high enough, it is
found that the fiber breaks due to lack of material flow, a phenom-
enon that is known as viscous rupture. This is first indicated by the
divergence of the numerical correction scheme for the profile and
is then confirmed by excessive tension in the fiber. Similarly, it is
determined that, for a given furnace temperature, there is a limit
on the draw speed beyond which drawing is not possible, as this
leads to rupture. A region in which drawing is feasible can be
identified, as shown in Fig. 4�b�. Beyond the boundaries of this
region, drawing is not possible. Similarly, different combinations
of other physical and process variables, such as the inert gas flow
velocity, flow configuration, furnace wall temperature distribution,
furnace length and diameter, and preform and fiber diameters,
may be considered to determine the feasibility of the process �17�.

Typical computed results in the neck-down region are shown in
Fig. 5 in terms of the temperature distribution and the viscous
dissipation. The flow was found to be smooth and well layered
because of the high viscosity. Typical temperature differences of
50–100°C arise across the fiber. Viscous dissipation, though rela-
tively small compared with the total energy transport, is mainly

Fig. 3 Axisymmetric finite volume zones for the calculation of
radiation in the glass preform and fiber
concentrated near the end of the neck-down, in the microscale

Transactions of the ASME
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egion, and plays an important role in maintaining the tempera-
ures above the softening point. Figure 6 shows a comparison with
xperimental results on the neck-down profile and thus lends sup-
ort to the modeling of the process. However, experiments are
onsiderably complicated due to the small dimensions of the fiber,
igh temperatures in the draw furnace, and large draw speeds.
uch experimental results are fairly difficult and are obtained on

he draw tower by stopping the draw process and studying the
rawdown shape of the preform �18�.

2.2 Multilayer and Hollow Fibers. As mentioned earlier, for
elecommunication purposes, the optical fiber usually consists of
he core and the cladding, with standard core sizes in use today
eing 8.3 �m, 50 �m, and 62.5 �m, and the diameter of the
ladding surrounding each of these cores being around 125 �m
10,18�. The core-cladding structure may be treated as different
uids with different properties. Separate body-fitted grids are ap-
lied to the different layers and to the inert gas. Each separate
ayer in the glass is assumed to have a uniform refractive index,
ounded by diffuse surfaces. The zonal method is applied to cal-
ulate the radiation transfer inside the three enclosures, as devel-
ped by Chen and Jaluria �19�. The two-band model presented by
yers �11� for the absorption coefficient a of pure silica was used.

his is given by the equations

a = 0 for � � 3.0 �m �6�

a = 400.0 m−1 for 3.0 �m � � � 4.8 �m �7�

a = 15,000 m−1 for 4.8 �m � � � 8.0 �m �8�
Figure 7�a� shows a typical mesh for the two-layer optical fiber

rawing process. The preform typically goes from a diameter of
round 10 cm to the fiber diameter of 125 �m in a distance of
round 0.3 m. Thus, extra care has to be exercised near the bottom
f the region to avoid highly distorted grids due to the small
iameter of the fiber. The optimal grid can be obtained by numeri-
al experimentation. The core is shown as half in diameter as the
ladding. However, it can be much smaller in diameter for single-
ode telecommunication applications, being as small as around
�m. Again, it is not accurate to assume uniform temperature

nd velocity in the core, despite the small dimension, because of
he large changes in viscosity due to temperature differences. The
oundary conditions of shear, pressure, velocity, and temperature
ontinuity have to be satisfied at the interface between the two
ayers. A typical example of the numerically calculated neck-

Fig. 4 „a… Iterative convergence of the neck-down profile in
preform radius and L is the furnace length; „b… feasibility of t
drawing is not possible due to viscous rupture resulting fro
own profile for a two-layer optical fiber is shown in Fig. 7�b�.

ournal of Heat Transfer
The force balance conditions are checked at all the interfaces and
the radiation calculations are much more involved than for a
single-layer fiber discussed earlier.

When the core and the cladding are doped with various dop-
ants, the refractive index and absorption coefficients are affected
�20�. Since radiation heat transfer is the dominant mode of trans-
port in the heating process, a nonuniform distribution of radiation
properties in the preform due to this microscale doping will cause
significant local effects and will thus affect the draw process. As-
sumed magnitudes of change in the refractive index and absorp-
tion coefficients were used by Chen �21� to capture the generic
effects of variation in these two properties. The core is taken as
pure fused silica and the cladding is doped.

GeO2 is mainly used as a dopant for the core to increase the
refractive index, which will also increase the ultraviolet radiation
absorption and lower the viscosity. In this study, the core is doped
with 5.5 mol %, 11.1 mol %, and 16.6 mol % GeO2, respec-
tively, to obtain relative refractive index differences of 0.5%,
1.0%, and 1.5% in the fiber. In Fig. 8�a�, the isotherms for various
GeO2 concentrations are shown with a reference profile to dem-
onstrate the variations in temperature levels in the axial direction.
It is seen that, when the core is doped with GeO2, the core is
heated up to the same temperature level in a shorter distance than
the cladding. The distance to reach a certain temperature level for
the whole preform decreases with increasing GeO2 concentration.
The reason is that, since GeO2-doped silica core has a larger ra-
diation coefficient in the ultraviolet region and the transmissivity
of pure silica cladding is very high in this region, the GeO2-doped
silica core absorbs more energy by radiation than pure silica core.
Figure 8�b� shows the temperature of the preform along the cen-
terline for pure silica and GeO2-doped silica core with a pure
silica cladding, for various GeO2 concentrations. As expected, a
significant increase in the centerline temperature is observed in
the upper neck-down region with greater GeO2 doping. Beyond
that, the fiber with a higher GeO2 concentration maintains a
slightly higher temperature along the centerline. Several other re-
sults are given by Chen �21�.

Similar considerations arise for the drawing of a hollow fiber,
where the hollow core is a microchannel of diameter 40–80 �m.
Some characteristic results are given here. The furnace diameter is
taken as 7 cm and its length is 30 cm. The inner and outer diam-
eters of the preform are 2.5 cm and 5 cm, respectively. The fur-
nace temperature is assumed to be a parabolic profile with a maxi-
mum of 2500 K in the middle and a minimum of 2000 K at the

tical fiber drawing. Here, r�=r /R and z�=z /L, where R is the
ptical fiber drawing process, as indicated by regions where

excessive draw tension.
op
he o
m

two ends. The fiber drawing speed is 10 m/s. The velocity of the
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urge gas at the inlet is 0.1 m/s. Pressurization of the gas in the
ore is neglected. The results in terms of streamlines and iso-
herms are shown in Fig. 9. The thicker black lines indicate the
wo neck-down profiles. The isotherms are in terms of the nondi-

ensional temperature, with the softening temperature as the
haracteristic temperature. It is clear that the flow and temperature
istributions in the fiber and in the external gas in hollow fiber
rawing are similar to those in the solid-core fiber drawing. Be-
ause of the thinness of the central core, the air in the core is
ragged by the moving fiber. A slug flow approximation is made
or the airflow to simplify the analysis. The magnitude of the
elocity of the natural convection flow is so small that thermal
iffusion dominates in the central cavity.

A collapse ratio C is defined to describe the collapse process of

Fig. 5 „a… Calculated temperature field in the gla
three furnace lengths; „b… calculated viscous di
fiber drawing process for typical drawing conditi
he central microchannel as

33111-6 / Vol. 131, MARCH 2009
C�z� = 1 − �R1�z�/R2�z��/�R10/R20� �9�

Thus, C=0 when the radius ratio of the final fiber equals the initial
radius ratio, and C=1 when the central cavity is closed. The ef-
fects of the perform feeding and fiber drawing speeds and the
furnace temperature on collapse ratio are studied. The variation of
the collapse ratio with the axial distance for different feeding and
drawing speeds and for different furnace temperatures is shown in
Fig. 10�a�. It is seen that the collapse ratio increases along the axis
and increases with a decrease in drawing speed or a decrease in
feeding speed. The effect of preform feed rate on the collapse ratio
is much larger than that of the fiber drawing speed. The collapse
ratio increases at larger furnace temperature. All these trends are
similar to the results from Chakravarthy and Chiu �22�. These

during drawing of a single-layer optical fiber for
pation and temperature contours in the optical
ss
ssi
phenomena can be explained by using the “collapse time” of
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Fig. 7 Numerical grid and calculated neck-down profiles for a preform with a core-cladding structure at two values of the
refractive index of the outer layer
Fig. 8 „a… Isotherms for various GeO2 concentrations „solid line: pure silica; dashed line: 5.5 mol % GeO2; dashed dotted
line: 11.1 mol % GeO2; dotted line: 16.6 mol % GeO2…; „b… temperature variation along the centerline for various GeO2
Fig. 6 Comparison of the numerical predictions of the neck-down profile with experimental results
concentrations
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reform/fiber in the drawing furnace. When the drawing or feed-
ng speed decreases, the total time of preform/fiber in the furnace
ncreases. The total time of preform/fiber in the furnace is com-
rised of the time to heat the preform up to the softening tempera-
ure and the time for the preform/fiber to collapse. The collapse
ime increases since the time to heat the preform is nearly the
ame for different drawing or feeding speeds. Therefore, the col-
apse ratio increases due to an increase in the collapse time when
he drawing or feeding speed decreases. Since the drawing speed
s much higher than the feeding speed, the collapse time is more
ensitive to the feeding speed than the drawing speed. Also the
ime to heat the preform is shorter at higher furnace temperature,
hich implies the collapse time increases at given feeding and
rawing speeds. Hence, the collapse ratio increases at higher fur-
ace temperature, as seen in Fig. 10�b�. In order to avoid the
ollapse of the central cavity, we can increase the drawing and
eeding speeds, decrease the furnace temperature, or increase the
reform radius ratio. The collapse ratio is also influenced by the

Fig. 9 Streamlines and isotherms in the furnace for a ty
temperature distribution at a drawing speed of 10 m/s

Fig. 10 „a… Variation of collapse ratio along the axis with

temperature for different drawing speeds

33111-8 / Vol. 131, MARCH 2009
pressure difference between the purge gas and the central cavity. It
was shown that the collapse ratio decreases with a decrease in the
pressure difference. This is because higher pressure in the central
cavity tends to prevent collapse of the central cavity �23�. It was
also seen that high negative pressure difference may cause the
central cavity to enlarge during the drawing process. This is called
“explosion” in the drawing process. Because of the size of the
core, surface tension is an important parameter and plays a very
significant role in the collapse.

The hollow fiber cannot be drawn at any arbitrary combination
of critical drawing parameters, as seen earlier for solid-core fibers.
Figure 11�a� shows an infeasible case, which arises due to the lack
of material flow. It is seen that the neck-down profiles become
quite flat after 12 iterations. This phenomenon is similar to that
seen in the solid-core fiber drawing process �14�. Figure 11�b�
illustrates the feasible domain in terms of drawing temperature
and drawing speed. Drawing speed is in the range 1–20 m/s. It
shows that drawing process is possible only in the region between

al case of hollow fiber drawing with a parabolic furnace

erent pressurizations in the core and „b… with the drawing
pic
diff
Transactions of the ASME
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wo dashed lines. The left boundary exists because the continuous
rawing process may fail due to the lack of material flow at low
urnace temperature or high drawing speeds, which is initially
ndicated by the divergence of the numerical correction scheme
or the profiles. The right boundary exists only for hollow optical
ber because high furnace temperature or low drawing speeds
ay cause the central air core to collapse completely. At the right

ide of this boundary line, the central air core is closed during the
rawing process. Therefore, there are two thresholds for the draw-
ng temperature at the same drawing speed. These two boundary
ines are nearly vertical since the effect of the drawing speed is
elatively weak, which has been indicated by the earlier parameter
tudy �23�.

2.3 Fiber Coating. Optical fibers are coated with a jacketing
aterial for protection against abrasion, to increase strength, and

o reduce stress-induced microbending losses. Typical coating
hicknesses are of the order of 40–50 �m and are applied to the
ncoated fiber or as secondary coating to a coated fiber. The basic
oating process involves drawing the fiber of diameter around
25 �m through a reservoir of coating fluid, with inlet and outlet
ies. This is immediately followed by a curing process of the
olymer coating material around the fiber. Figure 12�a� shows a
chematic of a typical coating applicator and die system. Though
he chamber is 1–2 cm in diameter, the entrance and exit dies are
hannels with diameters to yield gap thickness between the mov-
ng fiber and the die wall of 50–100 �m. Viscous shear due to

Fig. 11 „a… Neck-down profile corrections for an infeasible
terms of the drawing speed and the drawing temperature

Fig. 12 „a… A typical optical fiber coating a

entrance meniscus in the microchannel inlet at h

ournal of Heat Transfer
the moving fiber results in a circulatory fluid motion within the
fluid. A balance between surface tension, viscous, gravitational,
and pressure forces results in an upstream meniscus at the cup
entrance, as shown in Fig. 12�b�. A downstream meniscus at the
die exit results again from a balance of viscous, gravitational, and
inertia forces, along with the surface tension forces. Centering
forces within the tapered die contribute to the positioning of the
fiber at the die exit center. Successful coatings are concentric, of
uniform thickness, and free of particle inclusions or bubbles �24�.

Under ideal operating conditions, at the entrance die, the coat-
ing liquid in the vicinity of a dynamic contact surface, which
forms an upstream meniscus between the air, the liquid, and the
moving fiber, replaces the air entrained with the moving fiber.
However, at high speeds, the meniscus breaks down, with “saw-
tooth” instability, as shown in Fig. 12�b�, and air entrained into the
coating. The use of high draw rates requires consideration of al-
ternate pressurized applicator designs, where pressure induced
motion of the coating material is used to reduce the shear at the
fiber surface and helps in the establishment of a stable free surface
flow. An additional benefit resulting with such pressurized dies
has been the incorporation of gas bubble reducing, or bubble strip-
ping, designs, which have resulted in minimizing gas bubbles en-
trained at the coating cup entrance and then trapped within the
coating layer.

At the die exit, the coating material is drawn out with the fiber,
forming a downstream meniscus, whose shape is primarily deter-

wing case; „b… feasible domain for hollow fiber drawing in

icator; „b… instability and breakdown of the
dra
ppl

igh speeds
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ined by a balance between viscous, gravitational, and inertia
orces. The control of the coating characteristics is of major con-
ern in the industry. These considerations have become particu-
arly important as the coating speeds have been increased to val-
es beyond 20 m/s to enhance productivity and as the interest in
pecialty fibers and fibers of different materials, including poly-
er fibers, has grown. The physical properties of the polymer

oating materials, particularly the viscosity, and their dependence
n temperature are of primary importance in the coating process.
urface tension has a significant effect on the flow near the free

ig. 13 Entrance flow in the microchannel inlet of annular gap
hickness 103 �m at different pressures and draw speeds

ig. 14 Meniscus for different imposed pressures, showing
reakdown at low pressure

Fig. 15 „a… Dependence of fiber speed, for breakdown

pressure; „b… location of the meniscus in the microchanne

33111-10 / Vol. 131, MARCH 2009
surface, which represents the interface between liquid and gas in
many cases, and on the shape, stability, and other characteristics
of the interface. Surface tension affects the force balance on a free
surface and affects the equilibrium shape of the interface. For
typical optical fiber dimensions, the diameter being of order
125 �m, surface tension effects are often very large and gravita-
tional effects are often small. However, for larger dimensions,
particularly for plates and cylinders of diameter in centimeters,
gravity could dominate over surface tension and over several
other forces.

A few typical results from these studies are discussed here. The
experimental work has been carried out on a fiber coating facility
to study the upstream and downstream menisci, with glycerin/
water solutions as test fluids. Glycerin is convenient for such stud-
ies because its viscosity at 20°C is in the range 1 N s /m2, which
is similar to that used in coating applications. The microchannels
that form the inlet and exit dies can be changed so that different
geometries and diameters can be investigated �25�.

Figures 13 and 14 show images of the meniscus formed with
the fiber moving through the micropipette inlet tube into the ap-
plicator. The fiber speed ranges from 3 m/min to 200 m/min.
Different diameters and imposed pressures are employed. Figure
14�c� clearly shows the breakdown of the meniscus into sawtooth
patterns and tip streaming as previously mentioned. On the other
hand, at higher imposed pressures, the meniscus image appears to
be smooth, suggesting suppression of large-scale breakdown at the
same fiber speed. The unpressurized meniscus generates a large
number of relatively large air bubbles compared with the pressur-
ized meniscus. A comparison of the shape of the menisci in the
figures shows that the effect of the imposed pressure is to flatten
the meniscus and to increase the slope of the liquid-air interface
near the fiber compared with that for an unpressurized meniscus.
This results in a smaller air volume available for entrainment,
accounting for the difference between the figures. The effect of
the imposed pressure on the meniscus shape for a fiber moving in
a tube is also seen, indicating the flattening of the profile as well
as an upward movement of the meniscus as the pressure increases.
These results are summarized in Fig. 15. The first part gives the
fiber speed for breakdown as a function of the applicator pressure,
indicating higher speeds before breakdown occurs at larger pres-
sure. Figure 15�b� shows the dependence of the location of the
meniscus in the microchannel, which forms the inlet die, on the
imposed pressure for a given fiber speed. Clearly, the pressure
flattens and moves the meniscus upward, imparting greater stabil-
ity to it and reducing the chances of a breakdown �25�.

The flow and heat transfer in the coating applicator and die
have also been investigated numerically. The shape of the menis-
cus was prescribed on the basis of experimental data and axisym-
metric transport was assumed. The typical height of the meniscus
was found to vary from around 10 �m to 100 �m. Typical

a fiber entering a microchannel inlet, on the imposed
for

l as function of the pressure

Transactions of the ASME



n
R
fi
e
m
E
w
u
m
v
m
t
a
t

v
t
e
a

J

umerical results are shown here from Yoo and Jaluria �26� and
avinutala et al. �27�. Figure 16 shows the computed velocity
eld in the applicator, with a prescribed upper meniscus. Thus,
xperimental inputs on the microscale phenomena underlying the
eniscus are used to allow simulation of the macroscale flows.
ven though the flow near the meniscus changed substantially
ith a change in the meniscus, the flow far away remained largely
naffected. A nanosecond double pulse laser source was used to
ap and probe the flow field in the applicator, particularly in the

icinity of the moving 125 �m fiber, using particle image veloci-
etry. Figure 17 shows a typical comparison between the two in

erms of the velocity profiles. Several other such measurements
nd computations were carried out. The agreement between the
wo provided strong support to the modeling effort.

As mentioned earlier, the exit die consists of a microchannel of
arying cross section. In most cases, it is a converging channel to
he desired final diameter of the coating, though different geom-
tries are used for stability and better control over coating char-
cteristics. Figure 18 shows typical results obtained in terms of

Fig. 16 Calculated flow field in the applicator
cus of height around 100 �m obtained exper
Fig. 17 Calculated and measured velocity d

ournal of Heat Transfer
the pressure distribution in the applicator and the exit die for
isothermal conditions. It is seen that a maximum arises some-
where near the midsection of the die. This pressure was found to
be quite large due to the small diameter of the microchannel and
to be much larger than the typical pressure imposed at the fluid
inlet to the applicator. Thus, the exit conditions are largely domi-
nated by the die shape and fiber speed, rather than the pressure in
the applicator chamber. A properly designed die can help in con-
trolling the thickness and quality of the coating. Thermal effects
can also have a strong effect on the flow due to the dependence of
fluid properties on temperature. The corresponding pressure dis-
tribution when thermal effects due to heat transfer from the fiber,
viscous dissipation, and heat loss to the surroundings are included
is shown in Fig. 18�b�. The pressures were found to decrease as
the temperatures increase due to the reduction in fluid viscosity.
The flow was also found to be more stable, leading to greater
uniformity of the coating, as the temperatures were increased.
Thus, the thermal conditions at the boundaries can be used to
affect the coating characteristics.

d exit microchannel, with a prescribed menis-
ntally
an
ime
istributions near the moving optical fiber
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2.4 Chemical Vapor Deposition. Chemical vapor deposition
nvolves the deposition of thin films from a gas phase on to a solid
ubstrate by means of a chemical reaction that takes place during
he deposition process. The activation energy needed for the
hemical reactions is provided by an external heat source; see Fig.
9�a�. The products of the reactions form a solid crystalline or an
morphous layer on the substrate. After material deposition on the
urface, the byproducts of the reactions are removed by carrier
ases, as reviewed by Mahajan �28�. Film thicknesses range from
few nanometers to tens of microns. The quality of the film

eposited is characterized in terms of its purity, composition,
hickness, adhesion, surface morphology, and crystalline structure.
he level of quality needed depends on the intended application,
ith electronic and optical materials imposing the most stringent
emands. This technique has become quite important in materials
rocessing and is used in a wide range of applications, such as
hose in the fabrication of microelectronic circuits, optical and

agnetic devices, high performance cutting and grinding tools,
nd solar cells. Much of the initial effort on this problem was
irected at silicon deposition because of its importance in the
emiconductor industry. However, recent efforts have been di-

Fig. 18 Pressure distribution in the chamber and
channel, for polymer coating of a moving fiber „a
effects are included for a fiber speed of 11 m/s

Fig. 19 „a… A sketch of an impingement type CVD reactor; „b

for chemical vapor deposition of silicon in a horizontal reactor

33111-12 / Vol. 131, MARCH 2009
rected at the deposition of materials such as titanium nitride, sili-
con carbide, diamond, and metals such as titanium, tungsten, alu-
minum, and copper.

Many different types of CVD reactors have been developed and
applied for different applications. The quality, uniformity, and rate
of deposition are dependent on the heat and mass transfer, and on
the chemical reactions that are themselves strongly influenced by
temperature and concentration levels. The flow, heat transfer, and
chemical reactions in CVD reactors have been investigated by
several researchers �29–31�. Some typical results obtained for sili-
con deposition are shown in Fig. 19�b�, indicating a comparison
between numerical and experimental results from Ref. �29�. A
fairly good agreement is observed, given the uncertainty with ma-
terial property data and with the chemical kinetics. The two results
from Ref. �32� are labeled as present and refer to two different
values of the diffusion coefficient; the one labeled as the reference
case employs the same values as those in Ref. �30�.

2.5 Summary. Several important and interesting aspects, as
well as challenges, have been brought out in the preceding discus-
sion. Because of the need to determine temperature and flow dif-

e exit die, which consists of a converging micro-
nder isothermal conditions and „b… when thermal

omparison between numerical predictions and experiments
th
… u
… c
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erentials over very short distances, it is often not possible to treat
he microscale region as uniform or lumped, making it necessary
o place a substantial number of grid points over microscale di-

ension for an accurate and realistic numerical simulation. Vis-
ous dissipation effects are large locally due to the small length
cales. Similarly, large pressure differences arise in flows through
icrochannels. Large changes in length scale are often encoun-

ered in materials processing, going from several centimeters to
icrometers in a short physical distance, as seen in optical fiber

rawing. The traditional analysis, with no-slip conditions, is valid
n many cases, particularly with liquids over lengths scales rang-
ng down to a few microns. The experiments are usually much

ore involved than in commercial scales due to the device size
nd positioning of the probe. Validation of the models similarly
ecomes complicated because of the complexity of the experi-
ents and because many experimental data are available at the
acroscale or system level. A coupling between the different

cales, therefore, becomes critical.

Underlying Processes That Occur
t Micro/Nanoscale

3.1 Nano-, Micro-, and Macroscale Coupling. The charac-
eristics and quality of the material being processed are generally
etermined by the transport processes that occur at the micro- or
anometer scale in the material, for instance, at the solid-liquid
nterface in casting or crystal growing, over molecules involved in

chemical reaction in chemical vapor deposition and reactive
xtrusion, or at sites where defects are formed in an optical fiber.
owever, engineering aspects are generally concerned with the

ommercial or macroscale, involving practical dimensions, sys-
ems, and appropriate boundaries. Therefore, it is crucial to link
he two approaches so that the appropriate boundary conditions
or a desired micro- or nanostructure can be imposed in a physi-
ally realistic system. A considerable interest exists today in this
spect of materials processing. For instance, interest lies in under-
tanding microscopic phenomena associated with solidification,
nd intense research work has been directed at this problem. The
olidification front can be divided into various morphological
orms such as planar, cellular, and dendritic. Various models have
een proposed and experiments carried out to characterize such
tructures and growth �33�. This includes, for instance, equiaxed
nd columnar dendritic crystals. Averaging volumes and dendrite
nvelopes that may be used for modeling of the microscopic phe-
omena are developed.

The properties of the material undergoing thermal processing
ust be known and appropriately modeled to accurately predict

he resulting flow and transport, as well as the characteristics of
he final product. However, there is an acute lack of data and the
ccuracy of the numerical simulation is often constrained due to
he unavailability of material properties. Numerical modeling
ields the prediction of the thermal history of the material as it
ndergoes a given thermal process. Similarly, the pressure, stress,
ass transfer, and chemical reactions can be determined. The next

tep is to determine the changes in the structure or composition of
he material as it goes through the system. But this requires de-
ailed information on material behavior and how structural or
hemical changes occur in the material as a consequence of the
emperature, pressure, and other conditions to which it is sub-
ected. A few examples that involve these considerations are out-
ined here.

3.2 Chemical Conversion in Biopolymers. In reactive ther-
al processing, such as food and reactive polymer extrusion, the
icroscopic changes in the material are linked with the operating

onditions that are imposed on the system. A simple approach to
odel the chemical conversion process in reactive materials, such

s food, is based on the governing equation for chemical conver-

ion, given as �34�

ournal of Heat Transfer
d

dt
��1 − X�� = − K�1 − X�m �10�

where X is the degree of conversion, defined as

X =
Mi − Mt

Mi − Mf
�11�

Here Mi is the initial amount of unconverted material, taken as
starch here, Mf is the final amount of unconverted starch, and Mt
is the amount of unconverted starch at time t. The order of the
reaction is m and K is the reaction rate, these generally being
determined experimentally using a digital scanning calorimeter.
The order of the reaction m in Eq. �10� has been shown to be zero
for starches and the rate of the reaction K given as a combination
of thermal �T� and shear �S� driven conversion as

K = KT + KS �12�

where KT = KTo exp�− ET/RT�, KS = KSo exp�− ES/�	�
�13�

Here, � is the shear stress, and 	 is a constant, which is obtained
experimentally for the material, along with other constants in the
equation. Figure 20 shows these mechanisms qualitatively in the
form of a schematic. A simple approximation may be applied to
model the degree of conversion defined in Eq. �11�, as given by
�35�

w
dX

dz
= K �14�

Here, w is the velocity in the down-channel direction z in an
extruder. Thus, numerical results on conversion in the channel are
obtained by integrating this equation.

Using the microscale conversion mechanisms given above, the
flow, heat transfer, and conversion in a screw extruder can be
obtained. The viscosity is a function of the conversion and this
complicates the physical process, as well as the simulation. Figure
21 shows some typical results obtained from such a simulation
�36�. Figure 21�a� shows the temperature field and the conversion
in a tapered single-screw extruder. As expected, conversion in-
creases as the flow goes from the inlet to the outlet at the die.
Figure 21�b� shows the feasible domain for a twin-screw extruder
with Amioca, or pure starch, as the extruded material. The feasi-
bility of the process is determined largely by the flow and the

Fig. 20 A schematic indicating the mechanisms underlying
starch conversion
pressure and temperature rise in the extruder. An upper limit is

MARCH 2009, Vol. 131 / 033111-13
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btained for the mass flow rate, beyond which it is necessary to
mpose a favorable pressure gradient to push the material down
he channel. Therefore, a negative pressure gradient along the
xial direction will occur in the channel and that is not physically
cceptable for an extruder. A lower limit on mass flow rate is also
btained because of recirculation of the flow, which makes the
rocess unstable and leads to high pressures and material degra-
ation. Thus, a fairly narrow range of mass flow rates yields a
easible extrusion process.

3.3 Thermally Induced Defects. Another area in which the
hanges at the molecular level are considered is that of generation
f thermally induced defects in optical fiber drawing. The differ-
ntial equation for the time dependence of the E� defect concen-
ration was formulated by Hanafusa et al. �37� based on the theory
f the thermodynamics of lattice vacancies in crystals. The E�
efect is a point defect, which is generated at high temperature
uring the drawing process and which causes transmission loss
nd mechanical strength degradation in the fiber. It was assumed
hat the E� defects are generated through breaking of the Si–O
and, and, at the same time, part of the defects recombine to form
i–O again. The net concentration of the E� defects is the differ-
nce between the generation and the recombination. The equation
or E� defect concentration is given as �37�

v
dnd

dz
= np�0�v exp�−

Ep

KT
� − ndv�exp�−

Ep

KT
� + exp�−

Ed

KT
��
�15�

here nd and Ed represent the concentration and activation energy

Fig. 21 „a… Conversion of starch in a tapered screw extru
starch
f the E� defect, and np and Ep represent those of the precursors.

33111-14 / Vol. 131, MARCH 2009
The initial values and constants are defined as �37� nd�0�=0,
np�0�=7
1022 g−1, Ep=6.4087
10−19 J, Ed=0.3204
10−19 J,
v=8
10−3 s−1, and K=1.380658
10−23 J /K.

Figure 22�a� shows the dependence of the average concentra-
tion of E� defects on the drawing temperature, indicating an in-
crease with temperature as expected from the higher breakage of
the Si–O bond. Figure 22�b� shows the final concentration of the
defects as obtained from the luminescence of the fibers. If the
fiber is rapidly cooled slowly after the draw furnace, the defects
are reduced due to the annealing of the fiber resulting in recom-
bination of the broken bonds. If they are cooled very fast by
forced convection, the defects are frozen and yield a higher con-
centration. Again, these effects arise due to the microscopic
mechanisms operating at the level of the defects. Figure 23 shows
the neck-down profile and the defects for a doped fiber. As ex-
pected, the concentration of E� defects is found to be larger in the
double-layer preform due to higher temperatures, as seen earlier.
It is indicated that the fiber quality is degraded with an increase in
refractive index difference between the core and the cladding in
terms of E� defects.

3.4 CVD Thin Film Deposition. Similarly, chemical kinetics
plays a critical role in the deposition of material from the gas
phase in chemical vapor deposition systems �28�. The concentra-
tions of the chemical species in the reactor affect the chemical
kinetics, which in turn affect the deposition. In many cases, the
process is chemical kinetics limited, implying that the transport
processes are quite vigorous and the deposition is restricted
largely by the kinetics. The chemical kinetics for several materials

r channel; „b… feasible domain for twin-screw extrusion of
de
is available in literature. For instance, the chemical kinetics for the
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eposition of silicon from silane �SiH4� with hydrogen as the
arrier gas in a CVD reactor is given by the expression �29�

K =
K0pSiH4

1 + K1pH2
+ K2pSiH4

�16�

here the surface reaction rate K is in mole of Si /m2 s, K0
A exp�−E /RT�, E being the activation energy, and A, K1, and K2
re constants that are obtained experimentally. The ps are the
artial pressures of the two species in the reactor.

Figure 24 shows the deposition characteristics for silicon at
arious susceptor temperatures and inlet velocities. At high tem-
eratures, the surface reactions are fast and all the reactants reach-
ng the surface get consumed by the surface reactions. The diffu-
ion or transport of the reactant species to the substrate then
ecomes the limiting step. At low flow velocities, the gas stream
as sufficient residence time to equilibrate with the substrate sur-
ace. The deposition rate then increases with flow rate. At high
ow velocities, the surface concentrations cannot quickly adapt to

he flow of products in the deposition zone and diffusion becomes
he controlling factor. At sufficiently high flow velocities, the de-
omposition becomes kinetically controlled and is independent of
he total flow rate. The variation of deposition uniformity with the
usceptor temperature for various inlet velocities is also shown.
he lower the value of the logarithm of the uniformity parameter
p, the better the uniformity of the film thickness. Thus, the pro-

ess can be optimized to obtain high uniformity and high deposi-
ion rates.

Fig. 22 „a… Dependence of average concentration of E� d
wavelength of fibers drawn at 2050°C and 80 m/min, indica

Fig. 23 „a… Neck-down profiles for various GeO2 concentra

various GeO2 concentrations

ournal of Heat Transfer
3.5 Summary. It is seen that transport processes occurring at
micro- or nanometer scale determine the resulting characteristics
of the material undergoing thermal processing. However, the op-
erating conditions are generally imposed at macroscale, or at the
system level. Therefore, it is important to study the processes at
the microscale level and link these with the conditions at the mac-
roscale. From the few examples discussed, it is seen that experi-
mental results at microscale, or smaller dimensions, can often be
employed, along with numerical modeling at larger scales. Analy-
sis can also be used at the molecular level, as done for thermally
induced defects, to obtain the inputs for the overall model.

4 Conclusions and Future Research Needs
This paper presents a review on microscale transport involved

with thermal processing of materials. It focuses on two major
aspects. The first concerns devices and applications that occur in
the microscale range. The second deals with underlying micro-
scale mechanisms that affect the characteristics of the material
undergoing processing. Important challenges that arise when deal-
ing with microscale devices are discussed. These include model-
ing and numerical simulation, which are similar to those at mac-
roscale if the dimensions are typically much larger than the mean
free path of the energy carriers in the fluid, the extensive care
needed to obtain accurate experimental results at these small
scales, the special instrumentation frequently needed to study ba-
sic processes, and validation of the models since imposed bound-
ary conditions are largely at macroscale. Important considerations

cts on furnace wall temperature; „b… luminescence versus
concentration of E� defects

ns; „b… concentration of E� defects along the centerline for
efe
ting
tio
MARCH 2009, Vol. 131 / 033111-15
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hat are of particular significance at these dimensions, such as
urface tension effects, high viscous dissipation, and high pres-
ures needed for flow in microchannels, are discussed, in terms of
everal examples of thermal materials processing. Since processes
t micro- and nanoscale strongly affect product quality, the review
ext discusses experiments often needed to characterize material
hanges, thermally induced defects generated, local stresses, and
ther imperfections. The effects on material and product charac-
eristics are outlined, along with the link between micro- or nano-
cale processes and operating conditions imposed at macroscale.
gain, several examples from processes such as optical fiber
rawing, thin film deposition, and reactive extrusion are taken to
resent the basic approach and typical results. The further work
eeded on process simulation, feasibility, control, design and op-
imization, material characterization, and experimentation for vali-
ation and insight at microscale is briefly discussed in terms of the
hermal processing of advanced materials and devices.
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omenclature
a � absorption coefficient
C � collapse ratio in hollow fiber drawing
cp � specific heat at constant pressure
H � height
J � radiosity
K � thermal conductivity
L � preform length
n � refractive index, power-law index
p � pressure
q � heat flux
r � radial coordinate distance
R � radius
Sr � radiation source term

t � time

Fig. 24 „a… Response surface on deposition rate for an im
deposition rate with location for different inlet velocities an
T � temperature

33111-16 / Vol. 131, MARCH 2009
u � radial velocity
v � axial velocity
z � axial coordinate distance

Greek Symbols
� � emissivity
� � wavelength
� � dynamic viscosity
� � kinematic viscosity

� � viscous dissipation term
� � density, reflectivity
� � shear stress, transmissivity
̇ � shear rate
� � Stefan–Boltzmann constant
� � surface tension

Subscripts
f � fiber

F � furnace
0 � preform inlet
C � centerline

Superscripts
�1� � core, inner surface
�2� � cladding, outer surface
�3� � gas

References
�1� Jaluria, Y., 2003, “Thermal Processing of Materials: From Basic Research to

Engineering,” ASME J. Heat Transfer, 125, pp. 957–979.
�2� Jaluria, Y., 2006, “Numerical Modeling of Manufacturing Processes,” Hand-

book of Numerical Heat Transfer, W. J. Minkowycz, E. M. Sparrow, and J.
Murthy, eds., Wiley, New York, pp. 729–784.

�3� Szekely, J., 1979, Fluid Flow Phenomena in Metals Processing, Academic,
New York.

�4� Viskanta, R., 1988, “Heat Transfer During Melting and Solidification of Met-
als,” ASME J. Heat Transfer, 110, pp. 1205–1219.

�5� Li, T., ed., 1985, Optical Fiber Communications, Vol. 1, Academic, New York.
�6� Poulikakos, D., ed., 1996, “Transport Phenomena in Materials Processing,”

Adv. Heat Transfer, 28, pp. 1–425.
�7� Paek, U. C., 1999, “Free Drawing and Polymer Coating of Silica Glass Optical

Fibers,” ASME J. Heat Transfer, 121, pp. 774–788.
�8� Fitt, A. D., Furusawa, K., Monro, T. M., and Please, C. P., 2001, “Modeling

the Fabrication of Hollow Fibers: Capillary Drawing,” J. Lightwave Technol.,
19, pp. 1924–1931.

�9� van Eijkelenborg, M. A., Argyros, A., Barton, G., Bassett, I. M., Fellew, M.,
Henry, G., Issa, N. A., Large, M. C. J., Manos, S., Padden, W., Poladian, L.,
and Zagari, J., 2003, “Recent Progress in Microstructured Polymer Optical

gement CVD reactor for depositing silicon; „b… variation of
usceptor temperatures
pin
d s
Fibre Fabrication and Characterisation,” Opt. Fiber Technol., 9, pp. 199–209.

Transactions of the ASME



J

�10� Paek, U. C., and Runk, R. B., 1978, “Physical Behavior of the Neck-Down
Region During Furnace Drawing of Silica Fibers,” J. Appl. Phys., 49, pp.
4417–4422.

�11� Myers, M. R., 1989, “A Model for Unsteady Analysis of Preform Drawing,”
AIChE J., 35, pp. 592–602.

�12� Lee, S. H.-K., and Jaluria, Y., 1997, “Simulation of the Transport Process in
the Neck-Down Region of a Furnace Drawn Optical Fiber,” Int. J. Heat Mass
Transfer, 40�4�, pp. 843–856.

�13� Choudhury, R. S., and Jaluria, Y., 1998, “Thermal Transport Due to Material
and Gas Flow in a Furnace for Drawing an Optical Fiber,” J. Mater. Res.,
13�2�, pp. 494–503.

�14� Choudhury, R. S., Jaluria, Y., and Lee, S. H.-K., 1999, ““A Computational
Method for Generating the Free-Surface Neck-Down Profile for Glass Flow in
Optical Fiber Drawing,” Numer. Heat Transfer, Part A, 35, pp. 1–24.

�15� Yin, Z., and Jaluria, Y., 1998, “Thermal Transport and Flow in High-Speed
Optical Fiber Drawing,” ASME J. Heat Transfer, 120, pp. 916–930.

�16� Wei, Z., Lee, K., Tchikanda, S. W., Zhou, Z., and Hong, S., 2004, “Free
Surface Flow in High Speed Fiber Drawing With Large-Diameter Glass Pre-
forms,” ASME J. Heat Transfer, 126, pp. 713–722.

�17� Cheng, X., and Jaluria, Y., 2004, “Feasibility of High Speed Furnace Drawing
of Optical Fibers,” ASME J. Heat Transfer, 126, pp. 852–857.

�18� Paek, U. C., 1986, “High-Speed High-Strength Fiber Drawing,” J. Lightwave
Technol., 4�8�, pp. 1048–1060.

�19� Chen, C., and Jaluria, Y., 2007, “Numerical Simulation of Transport in Optical
Fiber Drawing With Core-Cladding Structure,” ASME J. Heat Transfer, 129,
pp. 559–567.

�20� Izawa, T., and Sudo, S., 1987, Optical Fibers: Materials and Fabrication,
KTK Scientific, Tokyo.

�21� Chen, C., 2007, “Transport Processes in Drawing of Optical Fibers With Core-
Cladding Structure,” Ph.D. thesis, Rutgers University, New Brunswick, NJ.

�22� Chakravarthy, S. S., and Chiu, W. K. S., 2005, “Collapse Prediction During
Hollow Optical Fiber Fabrication,” 2005 ASME Summer Heat Transfer Con-
ference, San Francisco, CA.

�23� Yang, Y., and Jaluria, Y., 2008, “Transport Processes Governing the Drawing
of a Hollow Optical Fiber,” ASME Summer Heat Transfer Conference, Jack-

sonville, FL.

ournal of Heat Transfer
�24� Quere, D., 1999, “Fluid Coating on a Fiber,” Annu. Rev. Fluid Mech., 31, pp.
347–384.

�25� Ravinulata, S., and Polymeropoulos, C. E., 2002, “Entrance Meniscus in a
Pressurized Optical Fiber Coating Applicator,” Exp. Therm. Fluid Sci., 26, pp.
573–580.

�26� Yoo, S. Y., and Jaluria, Y., 2007, “Fluid Flow and Heat Transfer in an Optical
Fiber Coating Process,” Int. J. Heat Mass Transfer, 50, pp. 1176–1185.

�27� Ravinutala, S., Polymeropoulos, C. E., Jaluria, Y., Elliott, G., and Finberg, G.,
2001, “Experimental and Calculated Velocity Distributions Within a Pressur-
ized Optical Fiber Coating Applicator,” Proceedings of the 50th International
Wire Cable Symposium, Orlando, FL.

�28� Mahajan, R. L., 1996, “Transport Phenomena in Chemical Vapor-Deposition
Systems,” Adv. Heat Transfer, 28, pp. 339–425.

�29� Eversteyn, F. C., Severin, P. J. W., Brekel, C. H. J., and Peek, H. L., 1970, “A
Stagnant Layer Model for the Epitaxial Growth of Silicon From Silane in a
Horizontal Reactor,” J. Electrochem. Soc., 117, pp. 925–931.

�30� Mahajan, R. L., and Wei, C., 1991, “Buoyancy, Soret, Dufour and Variable
Property Effects in Silicon Epitaxy,” ASME J. Heat Transfer, 113, pp. 688–
695.

�31� Chiu, W. K. S., and Jaluria, Y., 2000, “Continuous Chemical Vapor Deposition
Processing With a Moving Finite Thickness Susceptor,” J. Mater. Res., 15, pp.
317–328.

�32� Yoo, H., and Jaluria, Y., 2002, “Thermal Aspects in the Continuous Chemical
Vapor Deposition of Silicon,” ASME J. Heat Transfer, 124, pp. 938–946.

�33� Beckermann, C., and Wang, C. Y., 1995, “Multiphase/-Scale Modeling of Al-
loy Solidification,” Annu. Rev. Heat Transfer, 6, pp. 115–198.

�34� Wang, S. S., Chiang, C. C., Yeh, A. I., Zhao, B., and Kim, I. H., 1989,
“Kinetics of Phase Transition of Waxy Corn Starch at Extrusion Temperatures
and Moisture Contents,” J. Food. Sci., 54, pp. 1298–1301.

�35� Chiruvella, R. V., Jaluria, Y., and Karwe, M. V., 1996, “Numerical Simulation
of Extrusion Cooking of Starchy Materials,” J. Food. Eng., 30, pp. 449–467.

�36� Zhu, W., and Jaluria, Y., 2001, “Residence Time and Conversion in the Extru-
sion of Chemically Reactive Materials,” Polym. Eng. Sci., 41, pp. 1280–1291.

�37� Hanafusa, H., Hibino, Y., and Yamamoto, F., 1985, “Formation Mechanism of
Drawing-Induced E’ Centers in Silica Optical Fibers,” J. Appl. Phys., 58�3�,

pp. 1356–1361.

MARCH 2009, Vol. 131 / 033111-17



1

w
r
b
i
m
p
p
o
d
a
t
p
t
m
a
t
a
o
s
X

C

N

c
R
N

J

Yun-Che Wang

Jing-Wen Chen

Department of Civil Engineering,
Materials Program,

National Cheng Kung University,
1 University Road,

Tainan, Taiwan, R.O.C.

Lun-De Liao

Hong-Chang Lin

Chi-Chuan Hwang1

e-mail: chchwang@mail.ncku.edu.tw

Department of Engineering Science,
National Cheng Kung University,

1 University Road,
Tainan, Taiwan, R.O.C.

Relativistic Molecular Dynamics
Simulations of Laser Ablation
Process on the Xenon Solid
The phenomena of Coulomb explosion require the consideration of special relativity due
to the involvement of high energy electrons or ions. It is known that laser ablation
processes at high laser intensities may lead to the Coulomb explosion, and their released
energy is in the regime of kEV to MeV. In contrast to conventional molecular dynamics
(MD) simulations, we adopt the three-dimensional relativistic molecular dynamics
(RMD) method to consider the effects of special relativity in the conventional MD simu-
lation for charged particles in strong electromagnetic fields. Furthermore, we develop a
Coulomb force scheme, combined with the Lennard-Jones potential, to calculate interac-
tions between charged particles, and adopt a Verlet list scheme to compute the interac-
tions between each particle. The energy transfer from the laser pulses to the solid surface
is not directly simulated. Instead, we directly assign ion charges to the surface atoms that
are illuminated by the laser. By introducing the Coulomb potential into the Lennard-
Jones potential, we are able to mimic the laser energy being dumped into the xenon (Xe)
solid, and track the motion of each Xe atom. In other words, the laser intensity is
simulated by using the repulsive forces from the Coulomb potential. Both nonrelativistic
and relativistic simulations are performed, and the RMD method provides more realistic
results, in particular, when high-intensity laser is used. In addition, it is found that the
damage depth does not increase with repeated laser ablation when the pulse frequency is
comparable to the duration of the pulse. Furthermore, we report the time evolution of
energy propagation in space in the laser ablation process. The temporal-spatial distri-
bution of energy indirectly indicates the temperature evolution on the surface of the Xe
solid under intense laser illumination. �DOI: 10.1115/1.3056607�

Keywords: relativistic molecular dynamics, Coulomb explosion, laser ablation, xenon
solid
Introduction
Laser ablation with the use of ultrashort pulsed laser has been

idely used in material processing in recent years. It involves the
emoval of material from a solid �or occasionally liquid� surface
y irradiating it with a laser beam. At low laser flux, the material
s heated by the absorbed laser energy and evaporates or subli-

ates. At high laser flux, the material is typically converted to
lasma. Usually, laser ablation refers to removing material with a
ulsed laser, but it is possible to ablate a material with a continu-
us wave laser beam if the laser intensity is high enough. The
epth over which the laser energy is absorbed, and thus the
mount of material removed by a single laser pulse, depends on
he material’s optical properties and the laser wavelength. Laser
ulses can vary over a very wide range of duration �milliseconds
o femtoseconds� and fluxes and can be precisely controlled. This

akes laser ablation very valuable for both research and industrial
pplications. The computations showed that the ion energy spec-
rum is composed of an isotropic low energy component and an
nisotropic high energy component much like the experimental
bservations �1�. The experimentally measured electron energy
pectrum has also been reasonably well predicted for the case of
e solid �2�.
The most important phenomenon during the laser ablation is the

oulomb explosion. When a solid is under the bombardment of

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 11, 2008; final manuscript re-
eived October 16, 2008; published online January 27, 2009. Review conducted by
obert D. Tzou. Paper presented at the 2008 International Conference on Micro/

anoscale Heat Transfer �MNHT 2008�, Tainan, Taiwan, January 6–9, 2008.

ournal of Heat Transfer Copyright © 20
fast ions, tracks of excitations are formed �3�; the tracks are
known as thermal spikes. The incident ions promote atoms to be
in excited states and create electron hole pairs. They gradually
thermalize, screen the holes, and finally recombine with the holes
in a time scale depending on the material. If hole mobility is low
and recombination is slow, the holes can repel each other leading
to a “Coulomb explosion” �CE�. In this case, charges acquire large
velocities and transfer energy to their neighbors. CE has been
suggested to produce track amorphization, material damage �4,5�,
surface modification �6�, and particle ejection �sputtering� �7–9�.
Laser ablation is a means of creating the Coulomb explosions. The
computation techniques used in the present study have earlier
been used to predict the experimentally measured ion and energy
spectra �10�.

Laser ablation involves two phenomena. One is the photoelec-
tric effect and the other is heating of the material leading to ther-
mionic emission �11�. It is known that femtosecond laser heating
takes place in times comparable to the mean-free-time �MFT� of
energy carriers; 10 fs for electrons to electrons, 1 ps for electrons
to phonons, and 10 ps for phonons to phonons. On the contrary,
for long-pulse lasers, vaporization of local material induced strong
recoil pressure governs the ablation processes, and hence its
mechanisms are thermal stresses due to volumetric expansions,
solid-to-liquid phase change, and ejection of the molten phase. In
the literature, the two-step heat transfer model is well received by
the researchers and describes the laser-material interaction due to
�1� phonon energy absorption in electrons and �2� lattice heating
through interaction with electrons. In modeling, many variant
methods are adopted for laser beam absorption, such as exciting
the potential energy of atoms �12� and the breathing sphere model

for vibrational excitation of molecules, as well as heat conduction

MARCH 2009, Vol. 131 / 033112-109 by ASME
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y electron gas by the finite difference method based on the ther-
al conductivity of metal �13�. Furthermore, it is known that the

tomic absorption of energy increase in its atomic lattice position
nd vibration and the range increases with increasing temperature,
nd makes the energy of mutual impact of atomic energy transfer
ncrease �14–17�. Hence, it can be observed that the amplitude of
tress wave will increase with the positive charges. In order to
dentify the Coulomb explosion experimentally, the ions will have
o be detected time-resolved in situ, which is difficult. On the
ther hand, simulations provide a convenient means of probing
he phenomenon. In the case of the Coulomb explosion, the small-
st distance between 2 atoms is 4.3 Å, and the average distance
etween atoms at maximum compression is 4.56 Å and reached
50 fs after the onset of the laser. As for cluster problems, simu-
ation results have been shown to be in agreement with the experi-

ental findings obtained from field ionization of the atoms and
he solid by the strong electric field of the infrared laser �18,19�.

In the present work, we carried out MD simulations, both non-
elativistic and relativistic ones, with the combination of the
ennard-Jones and Coulomb potentials to simulate the laser abla-

ion process. Focus is placed on the effects of relativistic effects.
s for the energy transfer from the laser to the material surface,
e adopt the method of direct assignment of charges to the atoms

n the hemispherical region of the laser spot. The radius of the
aser spot is 8 Å. The rationale is that ionization occurs under
ltrashort laser illumination, and hence the atoms are assumed to
e fully ionized. In this paper, we compare three cases, different in
heir charge levels. Atoms in the hemispherical region under the
urface laser spot are also assumed to be ionized. For the three
harge states, the laser fluences are 0.13 J /m2, 0.2 J /m2, and
.4 J /m2. The ionization for the singly, doubly, and triply charged
tates are 1170.4 kJ/mol, 2046.4 kJ/mol, and 3099.4 kJ/mol �20�.

Relativistic Molecular Dynamics Modeling
In the present study, the xenon solid is chosen due to the sim-

licity of its atomic interactions. The Xe potential used in the MD
ode is of the Lennard-Jones type �21�. Hence, the total potential
as modified by the electrostatic Coulomb potential and the
ennard-Jones potential. Figure 1 shows the schematic of the
hysical problem of laser ablation. In this paper, the energy trans-
er process from the laser to the Xe solid is simulated by directly

ig. 1 Schematic of the physical problem of laser ablation.
he radius of the laser spot is 8 Å. The atoms that are assumed
o be ionized are in the hemispherical region under the laser
pot.
ssigning ionization charges to the atoms being irradiated by the

33112-2 / Vol. 131, MARCH 2009
laser. Emphasis is placed on the difference between conventional
and relativistic MD simulations. The plume of sputtered particles
are depicted.

For the charge particle interactions, we describe the repulsion
between such ionized atoms using a Coulomb potential in addition
to the Lennard-Jones potential. The interactions are modeled using
the Coulomb potential smoothly splined to the electrostatic term.
Although it can be argued that more highly charged ions would
experience even greater core-core repulsion than singly charged
Coulomb repulsion, for simplicity, this is not considered here. Our
focus is to study relativistic effects in the molecular dynamics
simulation. The Coulomb force is specially developed in the
present work to simulate the phenomena of the Coulomb explo-
sion. It is noted that the Coulomb force is the most computation-
ally intensive part of the MD model �22–25�. Hence, we adopt a
Verlet list scheme to compute the interactions among particles.

The Xe+n–Xe+n interactions were assumed to be purely elec-
trostatic and repulsive. The total potential for the Xe+n–Xe inter-
actions can be calculated with Eqs. �1�–�3� as follows:

VLJ�rij� = 4��� �

rij
�12

− � �

rij
�6� �1�

VC�rij� =
qiqj

4��0rij
�2�

Vtotal�r� = VLJ�rij� + VC�rij� = 	
i�j

4��� �

rij
�12

− � �

rij
�6�

+ � qiqj

4��0rij
�� �3�

The constants in the Lennard-Jones potential are given as �
=4.3 Å and �=0.0197 eV. In Fig. 2, the interatomic force and
distance relationships for the combination of the Lennard-Jones
and Coulomb potentials are shown. The inset shows the Lennard-
Jones potential for neutral xenon atoms. It can be seen that highly
charged ions diminish the positive forces between atoms. The la-
bel “LJ” indicates the interatomic force with neutral atoms, and
labels Charge +1, Charge +2, and Charge +3 denote the inter-
atomic forces combining the LJ force and Coulomb force with the

Fig. 2 Relationship between the interatomic force and atom
distance for the combination of the Lennard-Jones and Cou-
lomb potentials for the xenon solid. The inset shows the
Lennard-Jones potential for neutral xenon atoms with �
=4.3 Å and ε=0.0197 eV.
specified charges.
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With the force acting on ion i being known, the equations of
otion for this particle can be solved according to

F =
ma

�1 −
v2

c2�3/2 , P = �mV =
mV

�1 −
V2

C2

�4�

here V is the velocity of the particle and t is the duration of a
ime step in the simulation.

In our simulations, the Xe solid lattice �fcc� is used as target
nd Xe+1, Xe+2, and Xe+3 are considered as being ionized by the
emtosecond laser in the laser spot. All the particles in the system
ere evaluated using both the relativistic and nonrelativistic meth-
ds. The y direction is perpendicular to the surface, and fixed
oundaries were taken along the x and z directions. The system
ize is on the order of 140,000 atoms, and from the total energy
alculation of the Xe system, the laser fluence transmitted to the
olid is about a few tenths of J /m2. The simulations are run for
imes not exceeding about 10 ps. The velocity Verlet algorithm
as used to integrate the equations of motion with a time step of
0−3 fs. Three sets of simulations are carried out: Charge +1,
harge +2, and Charge +3 are assigned to the ionized Xe atoms in

he laser spot, assumed to be 8 Å in diameter.
The system size representing all particles �atom, ion� in our

MD code was chosen to be of the order of 120�60�60 Å3. In
his limit, the microscopic interactions of all charged particles are
aken care of by the relativistic molecular dynamics formalism.
he RMD code contains no free parameters and presents a virtual
xperiment.

We remark that ionization �26–30� in a cluster of bombarded
articles is a combined process of optical field and collisional
onization. The newly created electrons from these are generally
laced inside the solid, treated as inner electrons. Accordingly, the
on charge of all ions is increased. For solids, electrons can be
emoved from or recaptured by the solids. Outer ionization is the
rocess in which an inner electron leaves the parent solid and
ecomes an outer electron. The reverse process of electron recap-
ure is also possible. It can occur when an outer electron is at-
racted to the positively charged particles through Coulomb forces
r due to Coulomb explosion. In the present work, these phenom-
na are not included in our models.

Results and Discussion
Results and discussion are presented in this section. First, dam-

ges on the surface of the xenon solid are discussed, and then the
ropagation of laser energy inside the solid is presented.

3.1 Damages on the Surface of the Xe Solid Due to Laser
blation. In our simulation from the energy due to Coulomb re-
ulsion, the three cases studied here, Charges +1, +2, and +3, are
quivalent to laser fluences 0.13 J /m2, 0.2 J /m2, and 0.4 J /m2,
espectively. Considering the time step �10−3 fs�, these fluences
re equivalent to the laser intensities 3�1018 W /cm2, 1.2
1019 W /cm2, and 2.56�1019 W /cm2.
The total energy of the Xe system under laser ablation with

harge +1, Charge +2, and Charge +3 is shown in Fig. 3. The
hort dashed-line �black� labeled with “no laser” indicates the
aseline case that no laser energy is applied to the Xe system. The
aser energy is applied by assigning charges to the atoms in the
aser spot �8 Å in diameter� at 40 fs, after the system has reached
ufficient equilibration. The system energy decays in an exponen-
ial manner, indicating the diffusional nature of heat transfer in the
lassical sense. The results show that the high energy bombard-
ent leaves higher residual energy in the system at long times,

ossibly due to the creation of defects.
In Fig. 4, the side-view morphology of the Xe solid under the

harge +1 bombardment is shown, and a dimple �50�3� Å in
iameter and �50�3� Å in depth can be created. Both nonrela-

ivistic and relativistic MD studies are performed, and their differ-
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ences are small in this case. Similar results for the case of Charge
+2 and Charge +3 are shown in Figs. 5 and 6, respectively. For the
Charge +2 case, our simulation predicts a dimple �100�3� Å in
diameter and �100�3� Å in depth. In Fig. 6, it is predicted that a
dimple �150�3� Å in diameter and �150�3� Å in depth for the
Charge +3 case will be formed. In all of the three figures, the
insets show the morphology at a later time. Again, the initial re-
gime that is irradiated with the laser is 8 Å in diameter. From the
system energy calculated in these three cases, we find the corre-
lation that when the mean charge state increases from 1 to 3, the
corresponding laser power density increases from 3
�1018 W /cm2 to 2.56�1019 W /cm2. This provides a justifica-
tion to use charge assignments to simulate laser ablation. Further
studies to include the energy transfer calculation from the laser to
the solid surface are under way.

It should be noted that the ablation rate for the laser pulse case
shows that the amount of removed particles per pulse decreases
with successive pulses. When a laser pulse is simulated, a very
large amount of ions is produced at the center of the target, which
leads to Coulomb explosion. As a result of the immense forces
related to this approach, fast ions are ejected from the surface
within a few hundred femtoseconds. In Figs. 5 and 6, we can see
that nonrelativistic models predict too many atoms moving away
from the surface. The ions of the lower layers, on the other hand,
get accelerated into the bulk and lead to extensive damage and
further material removal in the picoseconds time range. Therefore
the Coulomb explosion does not necessarily lead to a different
ablation result and will be difficult to identify by analysis of the
bulk after the ablation process.

In Fig. 7, the relationship between the depth of the dimples and
charges is shown. The equilibration takes the first 40 fs, and the
system reaches stable depth after 80 fs. The 40 fs transition time
to stability shows that the laser ablation process is time dependent.
The penetration depths for the cases studied here are 20 Å, 35 Å,
and 48 Å for the cases of Charges +1, +2, and +3, respectively.

Effects of repeated bombardments are shown in Fig. 8 by its
transmissivity, defined as the ratio of the ablation depths between
two consecutive laser illuminations. The transmissivity is different
from penetration depth and absorption depth. The former mea-
sures how deep light can penetrate into a material, and the latter is
related to light being absorbed exponentially with an optical ab-
sorption depth. From machining viewpoints, high energy laser can
produce large damage �or dimple�, but its transmissivity is the
smallest due to bombarded atoms reducing the energy transfer
from the laser to the xenon solid. Transmissivity is defined as the

Fig. 3 Total energy versus time for the Xe system under laser
ablation with Charge +1, Charge +2, and Charge +3. The short
dashed-line „black… labeled with no laser indicates the baseline
case that no laser energy is applied into the Xe system.
ratio of two successive penetration depths under repeated laser
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blation. For low energy laser, repeated bombardments can lead to
imilar transmissivity with the high energy one. The plateau re-
ion of the Charge 1 case indicates that low energy laser process-
ng can make the dimple deeper by repeating bombardments.
owever, the Charge 2 and 3 cases show that repeated processing
oes not increase the aspect ratios of the dimples.

As shown in Fig. 9, mean speeds of the particles in the nonrel-
tivistic and relativistic models are significantly different. The
peeds are in units of multiples of light speed, and the particles
ove away from the top surface. To calculate the mean speed of

he atoms moving away from the surface, we fix the observation
ime equal to 10−2 fs, and average the speeds of atoms layer by
ayer away from the top surface. In the calculation, each layer is
ssumed to be about 1 Å. The results in Fig. 9 are from the case
harge +3. From the distribution of the mean speed, it can be seen

hat the particles with the highest speed are located at about 2–3 Å
way from the top surface. This finding shows that nonrelativistic
odels cannot reflect reality.

3.2 Spatiotemporal Energy Propagation of Laser Ablation.
he surface morphologies of the laser-processed Xe solid are
hown in Figs. 10–12 for the three cases, Charges +1, +2, and +3,

ig. 4 Side-view morphology under the Charge +1 bombard-
ent, a dimple „50±3… Å in diameter and „50±3… Å in depth is

ormed. „a… Nonrelativistic MD case and „b… relativistic MD case.
aser spot size is 8 Å in diameter. Insets show the morphology
t a later time.
espectively. In all of the cases, the initial laser spot size is 8 Å. In

33112-4 / Vol. 131, MARCH 2009
Figs. 10�a� and 10�b�, it can be seen that the initial periods of the
ablation processes create local melting and transient to equilib-
rium. The local melting can be identified by observing the atomic
arrangements on the figures as they lose their crystallinity. To be
able to quantitatively distinguish crystalline and amorphous re-
gions requires further analysis of their structural factors. Figures
10�c�–10�f� delineate the energy propagation away from the abla-
tion center. When equilibrium is reached, Fig. 10�f� shows a tri-
angular finish �40 Å�, indicating that low energy ablation cannot
form a circular hole even though the laser spot has a circular
shape. Again, in this case, the penetration depth is 20 Å. For the
Charge +2 case, Fig. 11 shows a similar feature to Fig. 10 in terms
of the time evolution of energy distribution in space. When equi-
librium is reached, Fig. 11�f� shows a most circular finish �90 Å in
diameter�. It is noted that the penetration depth in this case is 25
Å. We remark that the circularity of the damage depends on the
interaction between the material and the laser intensity. When the
laser energy increases to Charge +3, Fig. 12 shows large local
melting. A high energy wave front is formed around the ablation
hole �Fig. 12�c��. Figures 12�c�–12�f� delineate the energy propa-
gation away from the ablation center. When equilibrium is

Fig. 5 Side-view morphology under the Charge +2 bombard-
ment, a dimple „100±3… Å in diameter and „100±3… Å in depth
is formed. „a… Nonrelativistic MD case and „b… relativistic MD
case. Laser spot size is 8 Å in diameter. Insets show the mor-
phology at a later time.
reached, Figure 12�f� shows a rough circular finish �110 Å in
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diameter�, indicating that high energy ablation cannot form a cir-
cular hole even though the laser spot has a circular shape �8 Å in
diameter�. The less noncircular shape may be due to the defect
formation. The penetration depth is 50 Å. Remark that in Figs.
10–12 the simulation time runs from 1 ps to 25 ps, less than 100
ps �stabilized, as shown in Fig. 7�, and hence the surface features
continuously change, as well as the depth of the laser ablation.

Snapshots of the spatiotemporal distribution of energy wave are
shown in Fig. 13 at time equal to 1 fs, 5 fs, and 10 fs after laser
irradiation for the case of Charge +3. The inset shows the sche-
matic of the direction of energy propagation away from the
dimple. Remark that the atoms moving away from the surface
more than 100 Å are not included in the energy calculation. En-
ergy peaks are at D=10 Å, 15 Å, and 25 Å away from the center
of ablation for t=1 fs, 5 fs, and 10 fs, respectively. It is noted that
the energy wave is circularly symmetric when observed on the
surface of xenon. The speed of wave is not constant. From 1 fs to
5 fs, the wave speed is about 1 Å/fs �or 100 m/s�, and from 5 fs to
10 fs, it reduces to about 0.5 Å/fs �or 50 m/s�. The reduction in the
wave speed indicates that wave propagation is not reversible. En-
ergy loss occurs in the process of propagation. Furthermore, the

Fig. 8 Effects of repeated bombardments on the ablation
depth. The transmissivity is defined as the ratio of the ablation
depths between two consecutive laser illuminations.

Fig. 9 Mean speed of the particles in the nonrelativistic and
relativistic models. The speed is in units of multiples of light
ig. 6 Side-view morphology under the Charge +3 bombard-
ent, a dimple „150±3… Å in diameter and „150±3… Å in depth

s formed. „a… Nonrelativistic MD case and „b… relativistic MD
ase. Laser spot size is 8 Å in diameter. Insets show the mor-
ig. 7 Relationship with the depth of the dimples and the dif-
erence positive charge under the bombardment of a single la-
speed.
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nergy peaks 0.055, 0.041, and 0.031 at D=10, 15, and 25 Å,
espectively, for the three cases show that the energy wave is of
he dispersive type. The decay rate of the energy peaks is 0.71.
he tail behavior of the energy wave for the case of t=5 and 10 fs

Fig. 10 Time evolution of energy distribution for the Charg
t=20 ps, and „f… t=25 ps.
hows no exponential decay. Remark that periodic boundary con-

33112-6 / Vol. 131, MARCH 2009
ditions are adopted. The mechanisms for the wave propagation are
related to diffusional processes and a high thermal gradient due to
laser ablation. The connection between classical continuum mod-
eling and RMD simulation in this respect needs to be further

case. „a… t=1 ps, „b… t=5 ps, „c… t=10 ps, „d… t=15 ps, „e…
e 1
explored in a later paper.
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Figure 14 below shows the temperature versus time right of
enter, 50 Å on the top surface. During laser ablation at the center
oint at time of 40 fs, the temperature wave propagates to view

Fig. 11 Time evolution of energy distribution for the Charg
t=20 ps, and „f… t=25 ps.
oints first at 59 fs with a temperature of 157 K. As shown in Fig.

ournal of Heat Transfer
15, the initial energy is about 52 MeV during the first 40 fs in the
simulation. This energy is the equilibrium energy before the laser
is illuminated on the xenon surface. At 40 fs, the system receives

case. „a… t=1 ps, „b… t=5 ps, „c… t=10 ps, „d… t=15 ps, „e…
e 2
energy from assigning charges to the atoms in the laser spot;
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aximum energy is about 83 MeV. From 40 fs to 60 fs, the drop
f total energy is associated with �1� the numerical error induced

Fig. 12 Time evolution of energy distribution for the Charg
t=20 ps, and „f… t=25 ps.
rom the prechosen cutoff radius in our molecular dynamics simu-

33112-8 / Vol. 131, MARCH 2009
lation, �2� the existence of temperature control layers above the
fixed substrate, and �3� atoms moving away from the top surface

case. „a… t=1 ps, „b… t=5 ps, „c… t=10 ps, „d… t=15 ps, „e…
e 3
by more than 100 Å. The temperature control layers behave as an
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energy source or sink to maintain the temperature of the model.
Therefore, our system is not a conserved system. Between 60 fs
and 80 fs, the system energy reaches about 30 MeV, different from
the initial 52 MeV due to the removal of atoms.

4 Conclusions
With the consideration of relativistic effects, our particle-

dynamics simulations of the interaction of intense �being inferred
from ionized charges� femtosecond �being considered as the at-
oms in the laser spot being ionized in the single time step of our
molecular dynamics simulation� laser pulses have shown that the
damage shape depends on the fluence of the laser and the number
of laser pulses being received by the surface atoms. The novel
combination of the Coulomb and Lennard-Jones potential, as well
as the consideration of special relativity in the conventional mo-
lecular dynamics simulation, enables realistic predictions of the
ablation process. The results of our simulations show that using
the Coulomb potential is suitable to simulate the Coulomb explo-
sion phenomenon of the laser ablation process. Furthermore, we
show that to reach the same damage depth, one can use low laser
ablation fluence with several repeated laser pulse bombardments,
or a high fluence laser. From the present simulations, it is found
that low energy laser pulses may induce certain thermal expansion
and vibration with no removal of surface atoms. However, for
high energy pulses, surface atoms may be removed and the shapes
of final finishing can be controlled by the level of energy, as well
as the illumination time for moderate laser power. Longer illumi-
nation time ensures that several pulses will be received by the
surface atoms. When the energy of laser pulses is too high, dam-
age in terms of the activation of slip systems may occur.
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